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Foreword

Artificial intelligence (AI), and technological development in general, have 
been largely off the map of analytic philosophy until recently. Part of the reason 
for this is no doubt their extrinsic character to the field of philosophy narrowly 
conceived; broad issues related to social reality have rather been the traditional 
territory of continental thinking. In the case of artificial intelligence, this situa-
tion started to change with the idea and challenge of understanding the human 
mind by reproducing it. John Searle’s (1980) Minds, Brains, and Programs, with 
its famous Chinese room thought experiment about the artificial reproducibility 
of human intelligence, is one of the most often cited philosophy articles. The 
question of emulating or even surpassing human mental capacities was taken up 
by a number of prominent authors in the past decades: David Chalmers, Aaron 
Sloman, Zenon Phylyshyn, Nick Bostrom, to name but a few.         

Another direction from which recent philosophical interest in artificial intel-
ligence has been spurred is that of ethical concerns associated with the surge 
in the production and use of artificial intelligence. We are finding ourselves in 
a world where versions of philosophers’ wildest fantasies, such as the trolley 
problem and the experience machine scenario, may come true. Addressing such 
possibilities, as well as more mundane questions related to the manufacturing, 
use, and human interaction with different types of AI ahead of time seems to 
be one of the most important tasks philosophy faces today. The current issue is 
mostly concerned with such normative questions. 

Fabio Tollon’s paper asks the questions of whether we should consider ma-
chines capable of moral action and moral agency, thus as morally responsible for 
their actions. Out of the three types of agency (following Johnson and Noorman 
2014) he considers, the one which attributes autonomy to moral agents seems 
to be problematic in this regard. Despite the fact that surrogate agency, which 
may even result in actions with moral consequences, is characteristic of some 
artificial intelligence systems, these are still guided by human intentions, dis-
qualifying them from any status higher than that of moral entities. Autonomy, i.e. 
the capacity to choose freely how one acts, is strongly tied to the idea that only 
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human beings qualify as moral agents. Choosing freely means having “meaning-
ful control” over one’s actions. Tollon takes issue with both the engineering and 
the agential senses of autonomy, claiming that machines should not be called 
autonomous, as this is not a feature at the level of design, while the moral sense 
of autonomy comes with too much metaphysical load.

Zsuzsanna Balogh’s paper highlights the importance of intersubjectivity in 
human interaction, drawing on the phenomenology of communication. The 
author emphasizes the fundamental disanalogy between human-to-human and 
robot-to-human communication, the latter lacking what she labels “thick inter-
subjectivity”. The users of, e.g. socially assistive robots should be made aware 
of this fundamental difference, she insists: safeguards should be in place, so that 
those interacting with such robots can avoid misunderstandings, (intentional or 
inadvertent) self-deception or misguided emotional attachment. 

Tomislav Bracanović addresses the problem of autonomous vehicles’ beha-
viour when lives are at stake. Personal ethics settings (PES) would leave the de-
cision of whether the autonomous car behaves in an egoistic or altruistic manner 
to the passengers themselves. However, as empirical research suggests, in these 
circumstances egoistic settings would prevail. Neither deontological nor utili-
tarian theories would support such settings. The alternative would be govern-
ment enforced mandatory ethics settings (MES). But is it in the governments’ 
purview to decide who lives and dies on the roads? Again, in Bracanović’s view, 
deontologists and utilitarians alike would object. Is there a third way? Bracano-
vić suggests not having any ethics settings at all for autonomous vehicles would 
be a more justifiable choice. 

As in other areas of life, the automation of government could potentially also 
lead to huge increases in efficiency and better decisions. But could it be justi-
fied? Zsolt Kapelner sets out his stand by arguing that decision-making algo-
rithms operating without human supervision could reasonably be expected to 
lead to better outcomes for the population, and their use could be even more 
favourable than democratic rule. Kapelner suggests that traditional objections to 
this rather radical suggestion, including appeals to public justification, will fail. 
However, he thinks that rule by algorithm cannot be justified, because it places 
unacceptable constraints on our freedom. 

A general concern about the automatization of scientific discovery is raised 
by Miklós Hoffmann. Is human involvement a necessary component of scien-
tific achievement, or has this ceased to be the case? Hoffmann casts his vote in 
the positive and uses Max Weber’s stance, who considered specialisation and 
enthusiasm the essence of scientific discovery. In AI systems, we find both of 
these components lacking, so – while such systems can assist human scientists 
in the process of scientific advance in a broad range of ways – they cannot  make 
discoveries on their own. 
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Fabio Tollon

Abstract

In this paper I provide an exposition and critique of Johnson and Noorman’s (2014) 
three conceptualizations of the agential roles artificial systems can play. I argue 
that two of these conceptions are unproblematic: that of causally efficacious agency 
and “acting for” or surrogate agency. Their third conception, that of “autonomous 
agency,” however, is one I have reservations about. The authors point out that 
there are two ways in which the term “autonomy” can be used: there is, firstly, the 
engineering sense of the term, which simply refers to the ability of some system 
to act independently of substantive human control. Secondly, there is the moral 
sense of the term, which has traditionally grounded many notions of human mor-
al responsibility. I argue that the continued usage of “autonomy” in discussions 
of artificial agency complicates matters unnecessarily. This occurs in two ways: 
firstly, the condition of autonomy, even in its engineering sense, fails to accurately 
describe the way “autonomous” systems are developed in practice. Secondly, the 
continued usage of autonomy in the moral sense introduces unnecessary meta-
physical baggage form the free will debate into discussions about moral agency. In 
order to understand the debate surrounding autonomy, we would therefore first 
need to settle many seemingly intractable metaphysical questions regarding the 
existence of free will in human beings. 

Keywords: moral agency, autonomy, artificial agents, moral responsibility, 
free will

I. INTRODUCTION

Instead of asking the question of whether an entity is deserving of moral con-
cern, moral agency grapples with the question of whether an entity is capable 
of moral action. An agent is simply a being with the capacity to act (Schlosser 
2015). A moral action would therefore be a type of action for which evaluation 
using moral criteria would make sense. Inevitably, this type of discussion leads 
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to further questions concerning responsibility, as it is traditionally supposed that 
a moral action is one that an entity can be morally responsible for by being ac-
corded praise or blame for the action in question. This type of moral responsibi-
lity has historically been reserved for certain biological entities (generally, adult 
humans). However, the emergence of increasingly complex and autonomous 
artificial systems might call into question the assumption that human beings can 
consistently occupy this type of elevated ontological position while machines 
cannot. The key issue that arises in such discussions is one of attributability, and, 
more specifically, whether we can attribute the capacity for moral agency to an ar-
tificial agent. The ability to make such an ascription could lead to the resolution 
of potential “responsibility gaps” (Champagne–Tonkens 2013; Müller 2014; 
Gunkel 2017; Nyholm 2017): cases in which warranted moral attributions are 
currently indeterminate.1 As machines become increasingly autonomous, there 
could come a point at which it is no longer possible to discern whether or not 
any human error could in fact have been causally efficacious in bringing about a 
certain moral outcome (Grodzinsky–Miller–Wolf 2008. 121).

Of course, it is the capacity for moral agency that makes someone eligible for 
moral praise or blame, and thus for any ascription of moral responsibility (Talbert 
2019). Deborah Johnson is one author who has made a substantial and important 
contribution to discussions surrounding the moral roles machines may come to 
play in human society. Johnson claims that we should be weary of broadening 
the set of entities known as moral agents, such that they include machines. Her 
instrumentalist view of technology holds that technological artefacts are always 
embedded in certain contexts, and that the meaning of this context is deter-
mined by the values of human society. Machines are merely the executors of 
certain functions, with human beings setting the targets of these functions. She 
therefore maintains that artificial systems can only ever be moral entities, but 
never moral agents (Johnson 2006). 

It is with these considerations in mind that I will investigate how the con-
ceptual framework provided by Johnson and her various coauthors can help us 
better understand the potentially morally-laden roles that, increasingly, autono-
mous machines can come to fulfil in human society now and in the future. To do 
this, I provide an exposition of three types of agency that might prima facie be 
accorded to machines, posited by Johnson and Noorman (2014). Two of these 
types of agency are seemingly uncontroversial, as they deal with artefacts that 
operate in functionally equivalent ways when compared to human actions. The 
third conception, however, is much contested, as it deals with the autonomy of 

1  Conversely, “retribution gaps” may also arise. These are cases where there we have 
strong evidence that a machine was responsible (at least causally) for producing some moral 
harm. In such scenarios, people may feel the strong urge to punish somebody for the moral 
harm, but there may be no appropriate (human) target for this punishment (Nyholm 2017).
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the potential agent in question. It is also this sense of autonomy that grounds 
various notions of moral responsibility, and so, in order for agents to be moral 
agents, they must, supposedly, meet this requirement. Johnson argues that the 
moral sense of autonomy should be reserved for human beings, while the engi-
neering sense can successfully apply to machines. I will claim that the concept 
of autonomy cannot refer at the level of the design of artificial systems (at least 
for now) but may plausibly refer at the level of our descriptions of such systems. 
Moreover, I will show how Johnson’s specific sense of “moral autonomy” carries 
unnecessary metaphysical baggage. 

II. TYPES OF AGENCY

The metaphysics of agency is concerned with the relationship between actions 
and events. The most widely accepted metaphysical view of agency is event-caus-
al, whereby it is claimed that agency should be explained in terms of agent-in-
volving states and events (Schlosser 2015). In other words, agency should be 
understood in terms of causation, and, more specifically, in terms of the causal 
role the agent plays in the production of a certain event. Agents, therefore, are 
entities capable of having a certain effect on the world, where this effect usually 
corresponds to certain goals (in the form of desires, beliefs, intentions etc.) that 
the agent has. 

1. Causally efficacious agency

In the context of potential artificial agency, perhaps the most comprehensible 
conception of “agency”, as put forward by Johnson and Noorman (2014), is that 
of a causally efficacious entity. This conception of agency simply refers to the 
ability of some entities – specifically technological artefacts – to have a causal 
influence on various states of affairs, as extensions of the agency of the humans 
that produce and use them (ibid. 148). This includes artefacts that may be sep-
arated from humans in both time and space (for example, attitude control2 in a 
spacecraft in orbit around the earth) as well as artefacts that are deployed direct-
ly by a human being. A fair question to raise at this juncture is whether it in fact 
makes sense to consider these types of artefacts agents at all. One option is to 
conceptualize them as tools instead. The reason for preferring the terminology 
of “agent” as opposed to “tool” is that these artefacts have human intentions 
programmed/encoded into them (Johnson 2006. 202). This is in contrast to a tool, 

2  Attitude control is the controlling of the orientation of an object with reference to an 
inertial frame, or another entity (e.g. a nearby object, the celestial sphere, etc.).
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such as a hammer, which may be used by someone to perform a specific task but 
does not have the specifications of this task as part of its very make-up. It cannot 
in any way perform or represent the task independently of human manipulation. 
The key distinction then between a tool and a technological artefact, according 
to Johnson, is that the latter has a form of intentionality as a key feature of its 
make-up, while the former does not (ibid. 201).3 In this sense, referring to the 
intentionality of technology would denote the fact that technological artefacts 
are designed in certain ways to achieve certain outcomes. Consider the simple 
example of a search engine: keys are pressed in a specific order in an appropriate 
box and then a button is pressed. The search engine then goes through a set of 
processes that have been programmed into it by a human being. The “reasons” 
for the program doing what it does are therefore necessarily tethered to the in-
tentions of the human being that created it.

It makes sense to think of such artefacts as possessing “agency” to the extent 
that the ubiquity and specific design of these types of artefacts make a differ-
ence to the effective outcomes available to us. For example, they make possible 
novel means with which to achieve our ends by increasing the amount of poten-
tial action schemes at our disposal (Illies–Meijers 2009. 422). These artefacts 
can therefore be thought of as enlarging the possible range of actions available 
to a particular agent in a given situation. Yet, while it is clear that artefacts can 
thus have causal efficacy in the sense that they may contribute to the creation of 
certain novel states of affairs, this causal contribution is only efficacious in con-
junction with the actions of human beings (Johnson–Noorman 2014. 149). The 
reason we can think of these causally efficacious artefacts as agents is the fact 
that they make substantial causal contributions to certain outcomes. In this way 
the causal efficaciousness of an entity leads, in the form of a non-trivial action 
performed by that entity, to a specific event. 

As suggested earlier, we can legitimately think of these artefacts as agents, 
due to the fact that their manufacturers have certain intentions (aims) when 
designing and creating them, and so these systems have significance in relation 
to humans (Johnson–Noorman 2014. 149). The type of agency that we can ex-
tend to artefacts under this conception would thus not be one that involves any 
meaningful sense of responsibility on the part of the artefact, and, by extension, 
would not entail a distinctly moral type of agency. While Johnson and Noorman 
concede that artefacts can be causally efficacious in the production of various 
states of affairs, their (the artefacts’) contribution in this regard is always in com-
bination with that of human beings (ibid. 149). On this conception of agency, 

3  The intentionality of the program should be understood in functional terms, according 
to Johnson (2006. 202). What this means is that the functionality of these systems has been 
intentionally created by human designers, and so is necessarily tethered to and wholly deter-
mined by human intentions. Human intentions, in this sense, provide the “reasons” why the 
technological artefact acts in a particular way.
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therefore, we can only consider entities that act in “causal conjunction” with 
human beings. 

The next conception of “agency” that I will unpack can be employed for 
machines that perform tasks on behalf of, but independently from, human ope-
rators and so can be seen as a special case of causally efficacious agency. 

2. “Acting for” agency

This conception of agency focuses on artefacts that act on behalf of human ope-
rators in a type of “surrogate” role (Johnson–Powers 2008; Johnson–Noorman 
2014). In an analogous way, when it comes to human beings, surrogate agency 
occurs when one person acts on behalf of another. In these cases, the surrogate 
agent is meant to represent a client, and therefore is constrained by certain rules 
and has certain responsibilities imposed upon them.4 This type of agency in-
volves a type of representation: the surrogate agent is meant to use his or her 
expertise to perform tasks and provide assistance to and act as a representative 
of the client, but does not act out of his or her own accord in that capacity (John-
son–Noorman 2014. 149). When it comes to artificial systems, this “acting for” 
type of agency occurs in those artefacts that replace or act on behalf of humans in 
certain domains. Take the example of a stockbroker: in the past, in order to have 
a trade executed, one would have to phone a stockbroker and request the pur-
chase/sale of a specific share. The stockbroker, acting on your behalf, would then 
find a willing buyer/seller in the market and execute the trade. The reality today 
is much different: individuals can now create accounts on trading platforms and 
buy shares online without the need of a stockbroker. Furthermore, the exchang-
es on which these trades are made are also run by computers: inputting a “sell 
order” places your request in an order book, but this order book is not a literal 
one, as it might have been in the past, and so there is no need to leave the com-
fort of your home to perform these tasks. Current online order books are fluid, 
competitive spaces in which high frequency trading occurs, without the need for 
humans to keep record, as this job is taken care of by the computer powering the 
system.5 Technical details aside, what the aforementioned example brings to 
light is how tasks that were once the exclusive domain of human beings are now 
performed by artificial systems without too much “hands-on” human involve-

4  For example, lawyers in certain legal systems are not allowed to represent clients whose 
interests may conflict with that of another client. 

5  Another interesting development in automated trading has been the explosion of this 
technology as it applies to cryptocurrency markets. These markets have been heavily impact-
ed by the emergence of “trading bots” which replace the individual as the executor of a buy/
sell instruction. The human operator simply inputs certain key parameters and the bot does 
the rest.
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ment. The function of the tasks performed by these systems, however, is still 
the same: the purpose of an automated trade is still the same as a trade executed 
by a human, as in both cases the end being pursued is the purchase/sale of some 
share at the behest of a given client. What has changed, however, is the means 
by which that specific end is obtained – the artefact acts within given parameters 
but does not have each action specifically stipulated by a human operator. Some 
authors (Johnson 2006; Johnson–Powers 2008; Johnson–Noorman 2014) go on to 
claim that because of this, these technological artefacts have a greater degree of 
intentionality than causally efficacious agents do. The causally efficacious agent 
is simply one that had an influence on outcomes in conjunction with human 
beings. The “acting for” agent, on Johnson and Noorman’s construal, should be 
understood in terms of an analogy: it can be useful to think of artificial systems 
as if they acted on our behalf (in an analogous way to how a lawyer represents 
their client), but the decisions they make are not the same as the ones made by 
human beings. The range of actions available to them is still a direct function 
of the intentions of their programmers/designers, and is in this sense “deter-
mined”, whereas human action, according to Johnson and Noorman at least, 
is not. These agents differ from causally efficacious agents in that they have a 
greater degree of independence from direct human intervention, and thus have 
human intentionality modelled into their potential range of actions to a greater 
degree than the causally efficacious agent does.

Johnson claims that when we evaluate the behaviour of computer systems 
“there is a triad of intentionality at work, the intentionality of the computer 
system designer, the intentionality of the system, and the intentionality of the 
user” (Johnson 2006. 202; Johnson–Powers 2005).6 Nevertheless, these artefacts, 
in order to function as desired, are fundamentally anchored to their human de-
signers and users (Johnson 2006. 202). This is true of systems whose proximate 
behaviour is independent of human operators, as even in such cases, the func-
tioning of the system is determined by its design and use, and both of these 
aspects involve human agents. These human agents have internal mental states 
such as beliefs, desires, etc., and, according to Johnson (ibid. 198), it is here that 
we locate “original” intentionality (and hence, according to Johnson, the respon-
sibility for any of the system’s actions)

If the tasks that are delegated to these kinds of artificial agents have moral 
consequences, this would provide another way in which to conceptualize the 
role such artefacts could play in our moral lives (Johnson–Noorman 2014. 155). 
Consider, for example, automatic emergency braking (AEB) technology, which 
automatically applies the brakes when it detects an object near the front of the 
vehicle. This simple system has been enormously successful, and research indi-
cates that it could lead to reductions in “pedestrian crashes, right turn crashes, 

6  Johnson and Powers (2005. 100) refer to this as “Technological Moral Action” (TMA).
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head on crashes, rear end crashes and hit fixed object crashes” (Doecke et al. 
2012). We can usefully think of AEB as assisting us in being better and safer 
drivers, leading to decreased road fatalities and injuries. These artificial systems, 
of which AEB is an example, can therefore be seen as performing delegated 
tasks which can have moral significance. We can therefore meaningfully think 
of them as being morally relevant entities. However, according to Johnson (2006), 
because of the type of intentionality these entities have, they cannot be consid-
ered to be moral agents. Johnson claims that the intentionality that we can accord 
to technological artefacts is only a product of the intentionality of a designer 
and a user, and so this intentionality is moot without some human input (ibid. 
201). When designers engage in the process of producing an artefact, they create 
them to act in a specific way, and these artefacts remain determined to behave 
in this way. While human users can introduce novel inputs, the conjunction of 
designer- and user-intentionality wholly determines the type of intentionality 
exhibited by these types of computer systems (ibid. 201). Therefore, while it is 
reasonable to assess the significance of the delegated tasks performed by these 
artefacts as potentially giving rise to moral consequences, it would be a category 
mistake “to claim that humans and artefacts are interchangeable components 
in moral action” in such instances (Johnson–Noorman 2014. 153). For example, 
consider the type of moral appraisal we might accord to a traffic light versus a 
traffic officer directing traffic: while these two entities are, in a functional sense, 
performing the same task, they are not morally the same (Johnson–Miller 2008. 
129; Johnson–Noorman 2014. 153). 

In order to press this point further, Johnson and Miller draw a distinction 
between “scientific” and “operational” models and how we evaluate each one 
respectively (2008. 129). According to the authors, scientific models are tested 
against the real world, and, in this way, these types of models are constrained by 
the natural world (ibid. 129). For example, we can be sure we have a good model 
of a physical system when our model of this system accurately represents what 
actually occurs in the natural world. Operational models, on the other hand, have 
no such constraints (besides, of course, their physical/programmed constraints). 
These models are aimed at achieving maximum utility: they are designed to re-
alise specific outcomes without the need to model or represent what is actually 
going on in the natural world (ibid. 129). For example, a trading bot (as discussed 
above) need not in any way model human thinking before executing a trade. All 
that is important for such a bot, for example, is that it generate the maximum 
amount of profit given certain constraints. Moreover, the efficacy of such sys-
tems is often exactly that they exceed the utility provided by human decision 
making, usually in cases where complex mathematical relationships between 
numerous variables need to be calculated. In light of this, Johnson and Miller 
argue that because only the function of the tasks is the same (when comparing 
human action to operational models), we should not think of such systems as 
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moral agents, as this would reduce morality to functionality, an idea which they 
are directly opposed to (ibid. 129). For now, all that should be noted is that ar-
tefacts can be agents that, when acting on behalf of human beings, participate 
in acts that have moral consequences. This, however, does not necessarily mean 
they are morally responsible for the actions they participate in bringing about: 
once again, in the current literature, this responsibility is reserved for human 
beings. In order to be morally responsible, an agent must also have autonomy. 

3. Autonomous agency

The third and final conceptualization of agency to be dealt with is that of auto-
nomous agency. On the face of it, there are two ways in which we might come to 
understand the “autonomous” aspect of this account. Firstly, there is the type 
of autonomy that we usually ascribe to human beings. This type of autonomy 
has a distinctly moral dimension and, according to Johnson and Noorman (2014. 
151), it is due to our autonomy in this sense that we have the capacity for moral 
agency. “True” autonomy is often used in discussions of moral agency as the 
key ingredient which supports idea that only human beings qualify as moral 
agents, as we are the only entities with the capacity for this kind of autonomy 
(see Johnson 2006, 2015; Johnson–Miller 2008; Johnson–Powers 2008; Johnson– 
Noorman 2014). Hence, it is due to the fact that individual human beings act 
for reasons that they can claim “authorship” for, that they can be said to be truly 
autonomous and this is what allows us to hold one another morally responsible 
for our actions (also see Wegner 2002. 2). According to Johnson and Noorman 
(2014. 151) if a being does not have the capacity to choose freely how to act, then 
it makes no sense to have a set of rules specifying how such an entity ought to 
behave. In other words, the type of autonomy requisite for moral agency here 
can be stated as the capacity to choose freely how one acts (ibid. 151).  

However, there is a second understanding of “autonomous agency” that 
has to do with how we might define it in a non-moral, engineering sense. This 
sense of autonomy simply refers to artefacts that are capable of operating in-
dependently of human control (Johnson–Noorman 2014. 151). Computer sci-
entists commonly refer to “autonomous” programs in order to highlight their 
ability to carry out tasks on behalf of humans and, furthermore, to do so in a 
highly independent manner (Alonso 2014). A simplistic example of such a sys-
tem might be a machine-learning algorithm which is better equipped to operate 
in novel environments than a simple, pre-programmed algorithm. Nevertheless, 
this capacity for operational or functional independence is, according to Johnson 
and Noorman (2014. 152), not sufficient to ground a coherent account of moral 
agency, since, as they argue, such agents do not freely choose how to act in any 
meaningful sense. So, while the authors do not suggest we eliminate the stand-
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ard convention of speaking about “autonomous” machines, they insist on care-
fully articulating which sense of autonomy is being used. “True” autonomy, on 
their view, should be reserved for human beings. We should be sensitive to 
the specific sense of autonomy we mobilise, as confusing the two senses spec-
ified here can lead to misunderstandings that may have moral consequences 
(ibid. 152).

To see how this might play out, it will be helpful to consider how the concep-
tion of “truly” autonomous agency not only grounds morality as such, but also 
confers a particular kind of moral status on its holder (ibid. 155). As stated above, 
this conception of agency has historically served the purpose of distinguishing 
humans from other entities. As noted above, the traditional means by which this 
has been achieved is by postulating that human beings exercise a distinct type 
of freedom in their decision making, which is what grounds a coherent sense of 
moral responsibility. Freedom in this sense is about having meaningful control 
over one’s actions, a type of control which makes a decision or action up to the 
agent and not other external circumstances. It is possible for agents of this kind to 
have done otherwise – they deliberately and freely choose their actions. More-
over, the sense of freedom described above has a sense of autonomy embedded 
into its definition: if this free decision is not the product of the specific agent in 
question, and is rather due to external pressures, then we cannot meaningfully 
consider the action to be free, and hence we would be hard-pressed to hold the 
agent in question morally responsible for such an act. An example of such a de-
cision would be if an agent was coerced into performing some action (perhaps 
by physical force or by psychological manipulation), in which case we would not 
consider the act to have been performed “freely”.

These apparent differences in capacity for autonomous action also influence 
the types of rights we can coherently accord to various entities. On the basis of 
being autonomous moral agents, humans are accorded several clusters of posi-
tive and negative rights, and differences in the type of moral standing we pos-
sess can alter the kinds of rights we are extended (ibid. 155). For example, in 
democratic states there is a minimum legal voting age. One justification for this 
type of law is the claim that one should only be allowed to vote when one reach-
es an age of political maturity: an age at which one can exercise the necessary 
capacities to consciously make a well-informed vote. In this instance, one’s capacity 
to make informed – and hence, ostensibly free – political decisions, captured in 
a minimum voting age, comes to inform the type of rights one is conferred (i.e. 
the right to vote). It is against this background that it is argued that we should 
be careful to distinguish between the two conceptions of autonomous agency 
identified here and realise that artefacts should not be understood as having the 
morally relevant kind of autonomy, as we cannot reasonably consider them to be 
choosing freely how they act. Their actions are always tethered to the intentions 
of their designers and end users. 



18 FABIO TOLLON

III. PROBLEMATISING AUTONOMY 

To reiterate, Johnson argues that we should be cognisant of the distinction be-
tween “autonomy” as it is used in the engineering sense, and “autonomy” as 
it is used when applied to human beings, especially in the context of moral 
theorising. The engineering sense refers to how an entity may be able to op-
erate outside human control; the moral sense refers to a “special” capacity that 
human beings have, elevating us above the natural world and making us mor-
ally responsible for our actions. In what follows, I will raise two issues with the 
continued usage of “autonomy” in discussions surrounding AI. The first issue 
is more general and applies to the engineering sense, while the second issue is 
directed at Johnson’s specific usage of autonomy in the moral sense. The first 
issue relates to the design of AI systems, while the second relates to the descrip-
tion of such systems. 

1. Losing the definitional baggage 

By “autonomous” what is usually meant is the ability of an entity to change 
states without being directly caused to do so by some external influence.7 This 
is a very weak sense of the term (in contrast with the way it is traditionally un-
derstood in moral and/or political philosophy) but the basic idea can be grasped 
with this definition.8 It captures the major distinction between how the term is 
used in the design of AI systems and how it refers when applied to human be-
ings: the engineering sense and the so-called “moral” sense. In AI research, one 
of the main goals of creating machine intelligence is to create systems that can 
act autonomously in the engineering sense: reasoning, thinking and acting on 
their own, without human intervention (Alterman 2000. 15; Van de Voort–Pieters– 
Consoli 2015. 45). This is a design specification that has almost reached the level 
of ideology in AI research and development (Etzioni–Etzioni 2016). When we 
use this “weak” sense of autonomy, we are usually referring to how a specific AI 
system has been designed. More specifically, we aim to pick out a system that is 
able to act independently of human control. 

However, as argued by Alterman (2000. 19), identifying machine autonomy 
is already problematic, as the distinction between the non-autonomous “get-
ting ready” stage and the autonomous “running” stage in the design of a spe-

7  Changing states simply refers to an entity’s ability to update its internal model of the 
world by considering new information from its environment. This can be as simple as a ther-
mostat keeping the temperature at a set level despite the temperature dropping in the envi-
ronment (Floridi and Sanders, 2004).

8  For example, see Christman (2018) for an exposition on how autonomy refers in the 
moral and political arenas. 
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cific AI system is a spurious one at best. In the first “getting ready” stage, a 
system is prepared for deployment in some task environment. In the second 
stage, the system “runs” according to its design (ibid. 19). Traditionally, it was 
supposed that these two stages are what separate the “autonomous” from the 
“non-autonomous” states of the machine. However, consider a case where a 
system has completed the “getting ready” stage and is ready to “run”, and sup-
pose that while entering its “running” state in its given task environment, the 
system encounters an error. In such a situation, it would be necessary to take 
the system back into the “getting ready” stage in the hope of fixing the bug. In 
this way, there is a cycling between the “getting ready” and “running” stages, 
which entails cycling between stages of “autonomous” and “non-autonomous” 
learning (ibid. 19). This means that the system’s “intelligence” is a function of 
both stages, and so it becomes unclear where we should be drawing the line be-
tween what counts as autonomous or non-autonomous in terms of the states of 
the machine. According to Alterman, “if the system is intelligent, credit largely 
goes to how it was developed which is a joint person–machine practice” (ibid. 
20). In other words, if the system is considered intelligent, this is already largely 
a carbon-silicon collaborative effort. Instead of asking whether the system is 
autonomous or not then, we should perhaps instead inquire as to how its be-
haviour might be independent from its human designers. What this entails, for 
my purposes, is that when talking about the design of AI systems we should not 
talk about “autonomous” AI. If autonomy means “independence from human 
control” then this concept cannot refer at the level of design, as at this level of 
description, human beings are still very much involved in moving the system 
from the “getting ready” stage to the “running” stage. The implications of this 
for Johnson’s argument, therefore, are that we need not worry about any confu-
sion regarding the autonomy of AI systems, as the engineering sense of the term 
fails to refer successfully.9

2. Losing the metaphysical baggage

Johnson claims that there is something “mysterious” and unique about human 
behaviour, and that this mysterious, non-deterministic aspect of human deci-
sion-making makes us “free”, and therefore morally responsible for our actions 
(Johnson 2006. 200). Details of the philosophical debate surrounding free will is 
not something I would wish for anyone to have to explore in full, but my senti-

9  This is not to deny that in the future we may come to encompass machines that are 
autonomous in this sense. This would entail that they are capable of setting their own goals 
and updating their own programming. My intuition is that this outcome is inevitable, but 
substantiation of this claim is beyond the scope of this paper. 
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ment towards this debate is no substitute for an argument. The real issue with 
gesturing towards human freedom as a way of grounding our moral autonomy is 
that one then brings metaphysically contested claims from the free will litera-
ture into a debate about moral agency. Johnson’s claim rests on the fact that she 
presupposes some form of incompatibilism10, more specifically libertarianism11 
(about free will, not politics). This is a controversial position to hold and is in no 
way the generally accepted view in philosophical debates on free will (O’Con-
nor–Franklin 2019). There are philosophers who have spent considerable time 
arguing against such incompatibilist positions (see Dennett 1984, 2003; Pere-
boom 2003, 2014; cf. Kane 1996). In order to understand the debate surrounding 
autonomy, we would therefore first need to settle many (seemingly intractable) 
metaphysical questions regarding the existence of free will in human beings. In 
this way, her argument that the “freedom” of human decision making is what 
grounds the special type of autonomy that we apparently have generates far 
more problems than solutions.

My claim, therefore, is that this sense of autonomy, as Johnson uses it in her 
description of AI systems, invites confusion. For example, the most common us-
age of the term “autonomous” in discussions on machine ethics usually revolves 
around military applications (see Sparrow 2007; Müller 2014). A key issue here, 
however, can be noted in the metaphysical baggage that comes with the as-
cription of autonomy to a system. To see how this may play out in actual philo-
sophical discourse, consider the following remark by Sparrow, where he claims 
that “autonomy and moral responsibility go hand in hand” (2007. 65).12 On this 
analysis, any system that is deemed autonomous (for example, a military drone), 
and were to cause some moral harm, would be morally responsible for this harm 
(ibid.). This would miss key steps in the analysis, as in such a situation, we skip 
from autonomy to responsibility without, for example, asking whether the entity 
is also adaptable (Floridi–Sanders 2004). 

Returning to the military drone above: imagine it is sent to execute a strike 
on a certain pre-determined location. This location is programmed (by a hu-
man) into the drone before it takes off, but from the moment of take-off, the 
drone acts autonomously in executing the strike. Let us assume that the strike 
is unsuccessful, as instead of terrorists, civilians were at the strike location. In 
this case, while the drone is autonomous, we would not hold the drone morally 

10  This view claims that the truth of determinism is incompatible with freely willed human 
action.

11  Libertarians claim that determinism rules out free will but make the further point that 
our world is in fact indeterministic. It is in these indeterminacies that human decision-making 
occurs, with the implication that these decisions are free, as they are not necessarily bound to 
any antecedent causal events and laws that would make them perfectly predictable.

12  Note that Sparrow (2007) does explicitly state that he remains agnostic on questions of 
full machine autonomy.
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responsible for this outcome, as the moral harm was due to human error. In this 
weak sense, the criterion of autonomy would provide an implausible account 
of agency more generally, as it would never allow for minimally “autonomous” 
machines that are not morally responsible for their actions. The aforementioned 
case is clearly an oversimplification of the issue, but what the example brings to 
light is that our ascriptions of autonomy need not be synonymous with those of 
moral responsibility. Therefore, it should be clear that autonomy does not also 
necessitate moral responsibility on the part of the agent. This leaves room for 
autonomous systems that are not morally responsible for their actions.

I therefore suggest that we keep the concepts of autonomy and moral respon-
sibility distinct. Johnson unnecessarily conflates the two (in the case of humans) 
in order to show how machines can never be “fully autonomous”. This attitude 
however misses key nuances in the debate surrounding machine autonomy and 
glosses over the fact that it is possible for some systems to be semi-autonomous 
(such as the one in the drone strike example). Her specific sense of autono-
my (by tethering it to the kind of autonomy exhibited by human beings with 
free will) also introduces unnecessary metaphysical baggage into the discussion. 
There are far more naturalistically plausible accounts of autonomy which do 
not involve such metaphysical speculation. Examples of this could be that au-
tonomy is the ability to act in accordance with one’s aims, the ability to govern 
oneself, the ability to act free of coercion or manipulation, etc. (see Christman 
2018 for discussion). It is beyond the scope of this paper, however, to provide a 
positive account of autonomy. Rather, my purpose has been to critically evaluate 
the specific conception of the term put forward by Johnson. I leave the crucial 
work of providing such a positive account to other philosophers.  

IV. CONCLUSION

I began by introducing the concept of agency, and, more specifically, that of 
moral agency. I then provided an exposition of three distinct types of agen-
cy that we might reasonably accord to artificial systems. While I argued that 
the three conceptualizations of agency introduced capture many of the ways 
in which we can meaningfully consider the roles that artificial artefacts play, I 
expressed reservations regarding the third one of these, that of the “autonomy” 
condition in our philosophizing about moral agency. I claimed that the conti-
nued usage of such a metaphysically loaded term complicates our ability to get a 
good handle on our concepts and obscures the ways in which we can coherently 
think through nuanced accounts of the moral role(s) that machines may come to 
play in our lives. 
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Intersubjectivity and Socially 
Assistive Robots* 

Abstract

In my paper I reflect on the importance intersubjectivity has in communication and 
base my view of human-to-human communication on a phenomenological theory 
thereof. I argue that there are strong reasons for calling for communication with ex-
isting as well as future social robots to be laid on different foundations: ones that do 
not involve what I call thick intersubjectivity. This, I suggest, includes ensuring that 
the users of this technology (for example, elderly people, patients in care homes) 
are prepared and educated, so they have awareness of socially assistive robots’ spe-
cial set-up that is non-human and does not involve thick intersubjectivity. This way, 
safeguards can be in place, so those interacting with socially assistive robots can avoid 
misunderstandings, (intentional or inadvertent) self-deception or misguided emotion-
al attachment. 

Keywords: intersubjectivity, empathy, socially assistive robots, phenomenology

I. INTRODUCTION

As we, humans, develop more and more technologically advanced tools to re-
spond to the societal challenges of the 21st century (such as aging societies and 
an increasing lack of workforce), there is also a more and more pressing need 
to reflect on how these technologies are capable of assisting us from the per-
spective of our very humanity itself. In this paper, I introduce the concept of 



26 ZSUZSANNA BALOGH

intersubjectivity as one of the basic elements of human-to-human communi-
cation, which I mostly interpret in the phenomenological sense, and I explain 
how intersubjectivity is not and cannot be easily replaced in robot-to-human 
communication, especially in terms of social care. I argue that neither intersub-
jectivity, nor a higher-level reading of empathy as a mechanism of social com-
munication can be applied to particular assistive robots, such as Pepper, at this 
point, and that today’s media-fuelled promotion of these technologies misleads 
current and future users of these technologies in important ways. Therefore, we 
need to appraise these technologies from the perspective of our human needs 
and phenomenologically seen embodied capacities and educate the concerned 
members of the population about what a socially assistive robot can and can-
not know, can or cannot feel. I conclude that user-end expectations and hopes 
should be adjusted to a level that is much more realistic from a phenomenolo-
gical and inevitably human viewpoint.

II. INTERSUBJECTIVITY

Let us imagine that I am lying in a hospital bed, having been taken out of sur-
gery to remove my tonsils a couple of hours ago. I am in a lot of pain, cannot 
really talk and cannot move my body as I would wish to just yet. My mother 
comes in to visit me, and, when she sees the state that I am in, a concerned look 
appears on her face, which I immediately notice. She would like to help in any 
way she can, and since she can see that I am in pain and not able to move, she 
comes to my bed, sorts out my blanket and pillow and gives me a sip of water 
from a cup on the bedside table. I can tell she is kind of stirred up to see me 
suffer from the interaction involved in taking even one sip of water. I want to 
reassure her that I will be fine, so I smile at her and she smiles back at me. She 
sits by my bedside and we just spend some time together like this, silently in 
each other’s company. I know she is there for me and I feel comforted. I can 
go back to sleep now.

I chose this scenario because even though it is not the prime example of 
everyday human-to-human communication, and it lacks many of the complex-
ities of how people normally interact with each other, it still manages to show 
something fundamental and essential about how two people engage with one 
another, even when no words are exchanged. My mother (or another person, 
as it could also be someone who is not as close to me emotionally) manages to 
understand my physical and mental state in a way that is grounded in her expe-
rience of me in a very direct and informative manner and which at the same time 
does not involve any complex inferences or verbal communication. Her under-
standing and the comfort I take in her presence do not involve her giving me 
proper physical care, as it were (e.g., taking my temperature or blood pressure, 
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giving me painkillers etc.) but rather the fact that she somehow knows, discerns 
my state from her own, second-person viewpoint, understands what it must be 
like and probably feels for me. So, she decides to just be there for me. What 
really helps me right then and there is simply having someone by my side who 
understands my state and my needs. 

However, maybe even less could suffice, such as someone being there, un-
derstanding that I am going through something difficult, without being able to 
know what that state is like for me. For example, a victim of abuse or trauma can 
be comforted in this way by a close friend (or relative) who has not had trauma-
tizing experiences comparable to the victim’s, and is just there for her (as my 
mother is for me post-surgery) without being able to discern or know or understand 
the state the victim is in from a more personal perspective. Such a close friend 
has far thinner knowledge, understanding of the comforted person’s state and 
needs than my mother does in the post-surgery case. The close friend merely 
knows, understands, that the victim is experiencing something very painful and 
difficult. Crucially, this scenario also exhibits key components of intersubjectiv-
ity that are of interest in this paper. 

Let us call the latter thin intersubjectivity: when the other discerns, understands 
that I have some need for attention or for companionship or some other difficul-
ty, distinguishing it from the thick intersubjectivity that my mother exhibits in dis-
cerning, understanding that I am in a specific kind of difficult situation: having 
post-surgery pain, weakness, difficulty swallowing.

One enlightening way to try to unfold what the thick level of intersubjectivity 
means is to approach it as an experiential engagement between subjects, i.e. em-
bodied selves who have a certain perspective on the world, who have experiences 
and experience themselves as well as others and the external world in specific 
ways. Let us see what this entails in more detail.

Firstly, thick intersubjectivity must involve subjects. It is not possible to en-
gage with inanimate objects in this kind of meaningful way, even if we do pro-
ject human qualities and emotions to objects in certain cases (we can probably 
all recall one or more episodes when we talked to our computers or plants as 
though they could understand our words and maybe even reply to us), our inter-
subjective communication with embodied agents is importantly reciprocal and 
involves the phenomenological elements I am about to discuss in detail, which 
the one-sided emotional engagement with objects cannot involve.

However, the case of some animals may be different, as we do seem to develop 
more or less human-like communication and bonds with our pets (or certain pri-
mates). My purpose here is not to discuss whether pets (especially dogs) should 
be thought of as intersubjective agents, but we should note that they arguably 
have a (kind of) mental life and are capable of some features of intersubjectivity 
that inanimate objects are not. Prima facie they seem plausible candidates for 
exhibiting thin intersubjectivity (but likely not thick intersubjectivity).



28 ZSUZSANNA BALOGH

By “subject” I mean embodied, agentive selves who have their own perspec-
tive on the world and who are aware of themselves as such in certain ways. 
These ways minimally include having a basic awareness of the subjective view-
point (from which the world appears to us), an implicit sense of unity among the 
contents of consciousness (such as what is perceived from our viewpoint and 
what is thought, felt etc. at the same time); a sense of boundary between self 
and other (which grants us that we do not mistake ourselves for others or the ex-
ternal world); an inner awareness of our body parts and their balance, movement 
and position in space (a.k.a. proprioception), and a sense of bodily agency (i.e. 
that we can act on the world in virtue of voluntarily moving our body parts). All 
of these ways of self-experience are forms of non-reflective consciousness, i.e. 
we do not need to be able to reflect or report on any of these phenomenological 
elements. On a more complex and reflective level, subjects also have a sense 
of who they are in terms of their self-conception and body image (including 
perceptual, emotional and conceptual awareness of our bodies, see Gallagher 
1986).

So, how do subjects engage with each other experientially? What does thick 
intersubjectivity involve on the level of embodied and/or cognitive mecha-
nisms? In other words, how can we tell what the other person goes through 
in their thoughts, emotions, intentions, beliefs etc. (as is characteristic of thick 
intersubjectivity)? Or, at the very least, how can we tell that the other person is 
going through some kind of thoughts, emotions, intentions, beliefs that we can 
broadly, generally describe, say as joyous, sad, painful, or difficult (as is charac-
teristic of thin intersubjectivity)? We can also phrase these questions in a way 
that is more familiar in the philosophy of mind, i.e. by asking “how (in what 
sense and to what extent) can we understand/explain/predict/share each other’s 
mental states?”, also, “how does this understanding etc. of mental states play out 
in the case of thin versus thick intersubjectivity?”.

1. Potential mechanisms for thick intersubjectivity

Instead of providing a historical overview of how intersubjectivity has been dis-
cussed since Husserl (who was the first philosopher to systematically develop 
the concept [see Zahavi 2014]), it is more useful for present purposes if we focus 
on accounts which give an explanation of the mechanism that may be at work in 
intersubjective communication, i.e. whenever we come to understand/explain/
predict someone else’s state of mind. The accounts considered in this section as 
well as the next one do not mar off thin kind of intersubjectivity and implicitly 
assume that the phenomena to be explained involve the more robust kind of 
thick intersubjectivity. I will therefore consider them as such: focusing through-
out this and the next section on thick intersubjectivity. 
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One potential and well-known way of approaching intersubjectivity (although 
it is more regularly referred to as “mindreading” or “social cognition” in this 
context) of the thick kind is to state that since mental states cannot be directly 
observed, we need to posit an inferential mechanism that allows the subject 
to attribute a mental state to another by way of theoretical construction. This 
is what Premack and Woodruff (1978) coined “a theory of mind”. The basic 
assumption of these authors was that it is in virtue of having a theory that we are 
capable of ascribing mental states to ourselves as well as others. Mental states 
(such as beliefs, intentions, desires, emotions etc.) are nothing less but theoreti-
cal entities which we construct and infer from the behaviour of the other that we 
witness. Theory-theorists’ views diverge on whether this mechanism is some-
thing that is innate and hence built into our cognitive system by default which 
matures later on (Baron-Cohen 1995), or whether it is explicit and operates and 
is learned much like any other scientific theory (Gopnik–Welleman 1995).1 To 
illustrate using my example, when my mother sees me in the hospital bed, she 
can only detect my behaviour (e.g., a lack of capacity to move as normal) and 
she “theoretically” infers from that and perhaps from my facial expression that 
I must be in pain and I may even be thirsty, so comes closer to help me have a 
sip of water.

However, instead of conceiving of mental state attribution in terms of the-
oretical construction and inference, we can also understand the mechanism as 
one which involves a kind of simulation. According to the simulation approach, 
we use our own experience, situation and states of mind to simulate what the 
other person must be going through. Obviously, the question will be, what does 
simulation entail? While one branch of the representatives of the simulation ac-
count hold that it must involve conscious imagination (e.g., Goldman 1995), an-
other states that it involves no inference methods. The presumably most influ-
ential account of simulation grew out of the discovery of mirror neurons (Gallese 
2009), which holds that simulation is sub-personal and automatic, underlined 
by the neurophysiological mechanism that involves the activation of the same 
neurons when watching someone carry out an action as when we carry out the 
same action ourselves. Goldman (2006) suggests for example that the observa-
tion of another’s emotional expression automatically triggers the experience of 
that emotion in myself, and that this first-personal experience then serves as the 
basis for my third-person ascription of the emotion to the other. 

Recently, the two main theoretical strands of social cognition have been com-
bined to create a more hybrid account (Nichols–Stich 2003) in which cognitive 
scientists recognise the need for different views to complement each other, as 

1  Theory-theory models mostly rely on observations of primate and child behaviour within 
various contexts, such as the famous “false-belief” task, the details and conclusions of which, 
however interesting, are not relevant for the purposes of this paper. 
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various processes and cognitive abilities may be involved in making sense of 
each other in intersubjective communication. 

One important characteristic of thick intersubjectivity is that we become 
aware of the other’s mental state in a way that seems entirely direct and imme-
diate. When my mother sees me in the hospital bed, she need not (consciously 
or sub-consciously) imagine or recall an experience she may have had at some 
point in her life and then, by some mechanism, project said experience or im-
agination onto me. Theoretical inference and simulation, even when combined 
have trouble granting the existence of these characteristics, as the mechanisms 
and processes they involve assume that something “extra” (i.e. theorising or 
imagining etc.) needs to take place in order for me to perceive another person’s 
anger for example when in truth, we tend to “just get it”. And, more problemat-
ically, simulation per se does not yield either knowledge about the origin of the 
mental state or knowledge about the similarity between one’s own simulated 
state and the mental state of the other (Zahavi 2014).

A less widely accepted but nevertheless very useful way to explore what hap-
pens in intersubjective or social communication (with special focus on the shar-
ing of others’ mental states) is to turn to phenomenology. Zahavi (2014, 2017) 
provides a thorough overview of (cognitive and) phenomenological accounts of 
how we come to know each other’s minds by drawing on the philosophical origin 
and historical theories of empathy2 understood as thick intersubjectivity. As will 
see, empathy and intersubjectivity are very closely related in certain philoso-
phers’ views in Phenomenology, and even simulationist authors like Goldman 
conclude that an account of mindreading should cover the entire array of mental 
states, including sensations, feelings, and emotions, which brings empathy into 
the picture. Such an account should not stop at only addressing the issue of be-
lief ascription (Goldman 2006).

2  We should bear in mind throughout the entire discussion that “empathy” here does not 
refer to what we normally and loosely use it to mean in everyday language, i.e. a concept 
closely associated with compassion and sympathy. As for the extensive literature on empathy, 
Zahavi himself notes that “Over the years, empathy has been defined in various ways, just 
as many different types of empathy have been distinguished, including mirror empathy, motor 
empathy, affective empathy, perceptually mediated empathy, reenactive empathy, and cognitive empathy 
(...)” (ibid. 37, italics in the original). In fact, it is probably best to try to keep our minds blank 
when reading about the historical philosophy of empathy.
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2. Empathy

As Zahavi explains,

1. Some conceive of empathy as a sharing of mental states, where sharing 
is taken to mean that the empathizer and the target must have roughly 
the same type of mental state. On this account, empathy does not involve 
knowledge about the other; it doesn’t require knowing that the other has 
the mental state in question. Various forms of contagion and mimicry con-
sequently count as prime examples of empathy.

2. Others argue that empathy requires both sharing and knowing. Thus, it is 
not enough that there is a match between the mental state of the empa-
thizer and the target; the empathizer must also cognitively assign or ascribe 
the mental state to the target. In so far as empathy on this account requires 
some cognitive grasp and some self–other differentiation, low-level simu-
lation like mimicry and contagion are excluded.

3. Finally, there are those who emphasize the cognitive dimension, and argue 
that empathy doesn’t require sharing, but that it simply refers to any process 
by means of which one comes to know the other’s mental state, regardless of 
how theoretical or inferential the process might be. (Zahavi 2017. 33)

To sum up, philosophers of empathy normally take either or both sharing and 
knowing another’s state to be the essential ingredients of empathy. (And note 
that some of these philosophers do not relate it to social cognition whatsoever.) 

Despite the wide array of accounts, it suffices for present purposes to focus on 
just a few of them. One of the first influential accounts of empathy (or Einfühlung) 
was put forward by Theodor Lipps (1909), who used the term to refer to a sui 
generis mode of knowing others, i.e. an epistemological ability. In Lipps’ original 
view, empathy could be broken down into separate cognitive skills or process-
es, such as simulation, mirroring, imitation or contagion; other phenomenologists 
disagreed with the project of breaking down empathy into components. Husserl, 
Edith Stein, among others, insisted that empathy is an elemental experience of un-
derstanding others. Mirroring and imitation were seen as more complex processes 
that themselves rely on our fundamental capacity for empathy. 

Does empathy necessarily involve two (or more) people sharing the same 
state?

Zahavi is not convinced, and he should not be, either. Just because, e.g., my 
mother has her own particular state of mind upon seeing my pain, she by no 
means has to or does in fact literally share my pain. In fact, even if we are not set 
on any particular theory regarding the individuation of mental states, a numeri-
cally (or even type-) identical state can hardly be possessed by anyone else at a 
time but the person who is experiencing it, even if we talk about thick intersub-
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jectivity. What is more, even if we have a specific, debatably sui generis form of 
understanding of the other, any theory of such an understanding should respect 
the epistemic fact that we cannot have the same access to someone else’s states 
of mind as to our own. Therefore the crucial question seems to be whether this 
form of knowledge/sharing involves any cognitive steps, so to speak, or if it does 
not, as many phenomenologists suggest. 

The operation of empathy involves on the one hand that we have no first-per-
son access to the experience of the other and we do not have the exact same 
token (or type) experience. On the other hand, we still do experience the other’s 
experience from the second-person perspective. This is not to deny that there are 
many ways in which we can and do infer someone else’s mental state (by way 
of drawing conclusions from certain signs, e.g., my mother could have stepped 
into the hospital ward only to see that my bed is empty, there are drops of blood 
around and the emergency button had been left on, from which she could have 
concluded that I must be in some kind of distress) but those ways of coming 
to believe something about another’s situation are radically different from how 
we experience another’s situation when we encounter each other face-to-face, 
whereby thick intersubjectivity may take place. 

So, how are the mental states of others expressed directly, so we can have 
second-person experiential access to them? 

There are, again, highly informative and insightful accounts developed by 
phenomenologists, details of which also go hand-in-hand with certain observa-
tions in developmental psychology. 

First and foremost, an affective state, such as an emotion is displayed in our 
facial expression, mostly involuntarily. Arguably a certain facial expression, a 
look in someone’s eyes is actually constitutive of feeling a certain emotion (e.g., 
fear). It is no coincidence that we commonly use phrases such as “Look sur-
prised!/ Do not look so surprised!” when we express that a person should or 
should not have a certain emotion. The connection between an emotion and 
how it is displayed is well described in this original example by Lipps:

The relation between the expression and what is expressed is special and unique, 
and quite different from, say, the way smoke represents fire (Lipps 1907a. 704–5). 
I might come to experience that smoke and fire often go together, but regardless of 
how frequently they co-occur, their relationship will always be different from that 
which exists between the expression and the emotion. The smoke does not manifest 
or express the fire. The fire is not present in the smoke in the way anger is present in 
the facial expression. When we perceive the facial expressions of others, we immedi-
ately co-apprehend the expressed emotions, say, the joy or fear. (Zahavi 2014. 104)3

3  However, Lipps did indeed take a type of simulation to be part of this process, as he 
thought that the reason why we are capable of perceiving psychological meaning in another’s 
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This co-apprehension of an expression and the mental state itself in one act of 
perception is what the concept of the kind of empathy (mostly as understood 
in phenomenology) is intended to capture, but which can also be captured by 
the concept of thick intersubjectivity. This immediate understanding of another 
person’s aspects of behaviour and psychological state(s) is what grounds that 
there can be a meaningful relationship between two intersubjectively engaged 
agents (Gallese 2001). 

However, clearly, the expression of a mental state is not usually restricted to 
facial musculature. It is normally the whole body that serves as the space within 
which a mental state such as an emotion becomes manifested. Upon perceiv-
ing someone’s bodily gestures and expressions, we do not just see the person’s 
body as a material object but as living, animated and full of meaning. Husserl’s 
original distinction between the physical body (Körper) and the lived body (Leib) 
is one which we can make thorough use of when we consider how we come 
to experience each other as embodied subjects (1912/1989).4 When my mother 
sees me in the hospital, she can see that my pain and my distress are not inde-
pendent of or even simply “housed in” my body. Instead, she can see my body 
and my psychological state as unified in one expressive subjectivity. As Gallese 
points out in his presentation of Husserl’s idea, “Empathy is deeply grounded 
in the experience of our lived-body, and it is this experience that enables us to 
directly recognize others not as bodies endowed with a mind but as persons like 
us” (2001. 43, my italics). 

Stein also stresses this point:

In short, it is because my own body is simultaneously given as a physical body and as 
a lived body that it is possible for me to empathize sensuously with other bodies that 
are similarly constituted. A pure I with no lived body of its own could consequently 
not perceive and understand other animated living bodies. (Stein 2008. 99)

In fact, being able to recognise and understand each other through bodily ex-
pressions which are imbued with meaning is an essential part of the nature of 
how we communicate as human subjects. Expressive faces for example are such 

face is because we project our own past emotions into the situation. This consequently means 
that his theory will be limited to being able to empathise with only those emotions that we 
ourselves have experienced in the past. Counter to this model, the modern simulationist the-
ory states that there is another mechanism at work, namely a so-called coupling system which 
matches the facial expressions we perceive with our own hard-wired emotional repertoire 
(assuming 1. that some basic emotions such as anger, fear, surprise, disgust, joy and sadness 
and their expressions are innate, and 2. that we automatically mimic these upon encountering 
the emotion in someone else). 

4  The distinction also applies to the distinct ways in which we are aware of our own bodies 
(roughly translating into subjective, first-person, inside awareness of the body versus objec-
tive, third-person, outside experience thereof). 
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integral parts of being human that seeing them is preferred to seeing neutral 
ones even by newly born babies, as studies have shown (Scheler 2008). 

The special kind of ability to perceive one another as embodied subjects liv-
ing through a huge variety of experiences is, according to Husserl and Stein, 
among others, constitutive of how we are as subjects and how we come to be 
aware of others as having minds different from our own.5 In addition, perceiv-
ing ourselves “from the inside” as well as from other subjects’ viewpoints has a 
dynamic which is constitutive of our human subjectivity. Husserl claims that “it 
is through this process of mediated self-experience, by indirectly experiencing 
myself as one viewed by others, that I come to experience myself as human” 
(Zahavi 2014. 141). Moreover, both of these authors underline the interrela-
tion and close link between the experience of others and the structuring of our 
shared world (known as the concept of “social referencing” in developmental 
psychology). We come to experience the external world and its objects whilst 
we interact with each other, even from very early days on, when babies engage 
in “joint attention”, i.e. attending to an object and directing gaze in synchrony 
with the caregiver’s gaze (see e.g., Rochat 2004).

III. EMPATHY: A DIFFERENT INTERPRETATION

I would not try to pretend that I have presented Husserl’s or any other phenom-
enologists’ account of empathy in full. However, what I have explained so far 
has hopefully helped to establish the essential role and mechanism of empathy 
by virtue of which we understand each other’s embodied mental states in hu-
man-to-human communication and the constitution of our subjective self- and 
other experience. 

Let me now turn to a more empirically informed view, which examines em-
pathy in operation. More specifically, I am going to highlight some elements of 
Matthew Ratcliffe’s (2017) account of empathy, which he bases on experiences 
gained by professionals in clinical practice. His theory can be seen as one which 
builds on some of the phenomenological views I presented. 

5  However, as Zahavi makes clear, Husserl does not hold that empathy is an unanalysable 
“brute fact” or that it is a single-layered type of cognitive phenomenon, but rather an achieve-
ment of intentional consciousness:

“Our empathic understanding of another subjectivity involves an element of apperception 
or interpretation, though he is also adamant that the apperception in question is neither an 
act of thinking, nor some kind of inference […]. Occasionally he speaks of the process as 
involving what he calls analogical transference, and it is in this context that the central notion 
of coupling is introduced.” (2014. 132)
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Ratcliffe’s account does not rely on simulation6 or inference either, but in-
stead on interpersonal openness and what he calls a structured “exploratory pro-
cess” building thereon. The process starts by “entering into” someone else’s 
perspective and discovering it over time without becoming the real inhabitant 
of the experience. He provides a telling example of intersubjectivity that we 
may qualify as “extra thick”, through the following quote by the therapist Carl 
Rogers:

To sense the client’s private world as if it were your own, but without ever losing the 
“as if” quality — this is empathy, and this seems essential to therapy. To sense the 
client’s anger, fear, or confusion as if it were your own, yet without your own anger, 
fear, or confusion getting bound up in it, is the condition we are endeavouring to de-
scribe. When the client’s world is this clear to the therapist, and he moves about in it 
freely, then he can both communicate his understanding of what is clearly known to 
the client and can also voice meanings in the client’s experience of which the client is 
scarcely aware. (Rogers 1957. 99, in Ratcliffe 2017. 278)

A lot is revealed in this description (some of which was already explored in con-
nection with phenomenology, above, e.g., not losing the awareness that it is not 
your own experience). But what is most relevant to my further discussion is that 
empathy in this setting is a two-directional, temporally extended communica-
tive processes through which the relationship of the patient and the clinician is 
reciprocally formed. In this sense, the understanding of the other’s experience 
is not just an act of synchronic co-apprehension but a diachronic achievement 
during which the therapist also explores the connections between the different 
experiences of the patient: “Empathy involves situating experiences in the con-
text of a person’s life, against the backdrop of her hopes, aspirations, projects, 
commitments, concerns, loves, fears, disappointments, and vulnerabilities” 
(ibid. 281), and it “allows the patient to feel understood, respected, and vali-
dated”, giving rise to a kind of “feedback loop” that facilitates progressive cla-
rification of experience (Coulehan et al. 2001. 222, as quoted in Ratcliffe 2017. 
290). The process starts by the therapist’s (or other socially involved assistant’s) 
embracing attitude towards the patient/client, essential to which is an openness 
to and appreciation of the other person’s phenomenological differences. This is 
not the same as being impersonal about someone who the clinician has little in 
common with but rather an acceptance of and genuine interest in the patient’s 
life, however unfamiliar it seems. 

6  One of the reasons why Ratcliffe rejects simulation is because, as is attested in clinical 
practice, it is possible to empathise with experiences that are radically different from our own 
(i.e. would not be possible to “replicate” in an act of simulation) (ibid. 277).
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As we can see, this two-way exploratory process that is essential for prac-
titioners to build meaningful and therapeutically beneficial relationships with 
patients is more complex and involves higher levels of acts of cognition than the 
initial phenomenological account suggested.7 Although both approaches discuss 
the mechanisms of intersubjective experiencing, it may be useful to differen-
tiate between the two kinds of interpretation even at the level of terminology, 
though the authors, given that their respective views are “in competition” for 
the title of “empathy”, may not agree with this. Be that as it may, the clinical 
description of empathy falls closer to what we can call a type of extra thick in-
tersubjectivity, such as “empathetic compassion” or “sympathy” (understood as 
relating to someone else’s psychological states in a favourable way) in my view. 

IV. ROBOTS FOR HUMANS

In what follows I turn towards recent developments in artificial intelligence 
used in social robots and keep the insights of the philosophical discussion of 
empathy and intersubjectivity (through thick and thin) in the background for 
the time being. I will focus on what socially assistive machines are supposed 
to be able to do. We should keep in mind that most of these technologies are 
being developed to tackle real societal challenges, such as Western countries’ 
(mostly Japan’s) aging societies, elderly care and assistance with physically and 
cognitively impaired patients.

I think that it is important to divide the care provided by robots into physical 
and mental areas. When it comes to physical support on the one hand, robots/ro-
botic equipment such as the so-called Tree, a walking support machine, are im-
mensely helpful to patients with physical impairments and in carrying out jobs 
normally done by nurses, such as taking blood pressure, providing rehabilitation 
and physical support. On the other hand, there are non-humanoid robots (e.g., 
Paro, the robotic furry seal) as well as semi-humanoid ones that are used to pro-
vide people mental support in terms of giving them company, having conversa-
tions, playing games and communication in general. There are also robots such 
as Samsung’s Bot Care, which, on top of providing healthcare support can also 
“call the emergency services, offer exercise guidance and daily health briefings, 
remind people to take their medication, and even play music to reduce stress”.8

In terms of mental care, the cutting edge semi-humanoid companion robot, 
Pepper has by now become highly popular, with over 500 Japanese elder care 

7  Ratcliffe also offers a number of criticisms of the phenomenological view, the details of 
which are not relevant right now.

8  Source: https://hackandcraft.com/insights/articles/are-carebots-the-solution-to-the-elder-
ly-care-crisis/ 
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homes9 using it; it is presently being exported to Chinese and Western Euro-
pean care centres as well. (In fact, the Japanese government has been funding 
development of elder care robots to help fill a projected shortfall of 380,000 spe-
cialized workers by 2025, see the link above). Pepper (referred to as male) was 
designed “to be a genuine day-to-day companion whose number one quality is 
his ability to perceive emotions”.10 This ability is mostly cashed out in terms of 
reactions, i.e. Pepper can detect and monitor people’s facial expression, tone of 
voice, body movements, and gaze, and he can give responses to these received 
signals. He is especially good at making eye-contact and he analyses how some-
one looks back at him. According to Hirofumi Katsuno (from Doshisha Universi-
ty in Kyoto, Japan, a key research center for artificial emotional intelligence), this 
achievement elicits a feeling in the user that Pepper “cares about them” (ibid.). 

Then there is Buddy, promoted as the “first emotional robot”11, who is said 
to have “a range of emotions that he will express naturally throughout the day 
based on his interactions with family members”.

Another widely used and trusted robot companion is Paro, the pet robot. He 
reacts with movement and sound to being stroked, expects (and even requires) 
attention, and listens to his name. Paro is mostly used to help with people who 
have Alzheimer’s or dementia. Scientists at the University of Brighton carry out 
extensive research (under the name “the PARO Project”12) into the effects he 
has on Alzheimer’s and dementia patients, and they found the following results:

People with dementia show a range of responses. These include:
• using PARO to show love and affection
• reminisce about past pets
• PARO soothes and reduces agitation and aggression
• can be useful as a transition object when people with dementia become upset 

when relatives leave
• facilitates discussions about parenting and looking after small children
• promotes fluency in speech and verbal interaction
• may be useful with people with dementia who are also depressed and withdrawn
• promotes social interaction between people
• people with dementia show increase in indicators of well-being. (ibid.)

9  Source: https://uk.reuters.com/article/us-japan-ageing-robots-widerimage/aging-japan- 
robots-may-have-role-in-future-of-elder-care-idUKKBN1H33AB 

10  Source: https://www.sapiens.org/technology/emotional-intelligence-robots/
11  https://buddytherobot.com/en/buddy-the-emotional-robot/ 
12  Source: https://www.brighton.ac.uk/research-and-enterprise/groups/healthcare-practice- 

and-rehabilitation/research-projects/the-paro-project.aspx 
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These all seem to be highly desired results, and that is exactly why it is impor-
tant to ask what these effects are due to. Interestingly, one of Paro’s built-in 
features is that he “remembers” if he has been stroked and he “acts” similarly 
to how he acted when he was stroked, so as to make it more likely that it hap-
pens again. What this behaviour encourages is a relationship with his owner that 
is built around his capacity to “have a personality” that his owner supposedly 
likes. In addition, Paro provides emotional comfort to patients with severe de-
mentia, who tend to get agitated or violent, which means they do not need to 
take any sedatives during times of agitation and distress. His effect is compara-
ble to that of animal therapy. 

Without going into detail about how and why exactly animal therapy or hav-
ing a robotic seal or Pepper around works, it is straightforward to conjecture that 
there are some common themes in how patients treat such aids. They see them 
as their companions, as givers and recipients of affection and they also experi-
ence that they can communicate with them non-verbally or even verbally. 

We can read developers in places such as Google’s Empathy Lab13 setting 
objectives like the following: programming empathy (which is, as was shown, a 
concept with a variety of interpretations) into robots is what makes /will make a 
huge difference to how we communicate with them and treat them (as humans 
maybe?). Not unsurprisingly, they think that this feature will allow them to re-
place human care workers more easily, for instance. Where technology stands 
these days is at a stage where some robots can mimic human emotion, i.e. they 
look, sound and act as if they cared about us. However, even if simulation was 
to be the most successful account of how empathy works, mimicry is a far cry 
from simulation. Interestingly, there is even speculation that these socially as-
sistive technologies will employ “a bystander robot” that will subtly monitor the 
relationship between the patient and the caregiver, and if interactions start to 
deteriorate, nudge things back in a better direction – by “quizzically looking at 
the person” who is losing empathy, for example14, says Ron Arkin, director of 
the Mobile Robot Laboratory at Georgia Tech. In effect, this means that the 
robot assistant would remind or warn the care worker who seems to become too 
indifferent or aloof towards a patient. Arkin also adds that this type of robot has 
to have “a partial theory of mind model”. This requires that the robot has “some 
model of what the caregiver is feeling and what the patient is feeling”.

However, Arkin emphasises in the same interview that “the robot never feels 
anything itself: the point is that the robot can make you think that it has that 
emotion, but it’s not actually feeling anything” (ibid.). 

13  A research lab set up in 2015, where the aim is to programme a more human, more em-
pathetic attitude and experience into deep learning AI systems.

14  Source: https://www.abc.net.au/news/science/2018-06-02/can-you-trust-a-robot-that-cares/  
9808636 
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This sounds like a very awkward, inhumane and even offensive scenario 
whereby a robot, who can monitor gaze but cannot experience what the care-
giver feels or experiences from any personal perspective would somehow 
ensure that the caregiver does indeed have empathy towards the patient. 
But how could a machine with no inner life whatsoever supervise someone 
else’s?

V. INTERSUBJECTIVE ROBOTS?

These considerations about empathy (or the lack thereof) are of course crucially 
important, which takes us back to the previous discussion of empathy and the 
varieties of intersubjectivity. 

Having seen how socially assistive technologies work at this point in time, it is 
safe to say that the robots in question are not intersubjective agents in the sense 
of thick intersubjectivity. In order to be such an agent, they would have to have 
at least a certain degree of subjectivity, which includes having a basic, implicit 
sense of being a subject (i.e. an awareness of their perspective from which the 
world appears; a sense of unity among conscious contents; a sense of boundary 
between self and others, an inner awareness of their bodies in terms of space, 
balance and posture, and a sense of bodily agency.) We do know that robots 
use more and more sophisticated sensors and receptors in order to move their 
“bodies” (meaning a physical structure, nothing more) and navigate themselves 
around in space, which is on the one hand an awe-inspiring great achievement, 
but it is not identical to having actual awareness of themselves as embodied 
agents. It is also a paramount achievement that they can monitor and read as 
well as react to people’s bodily signs, such as a drop or rise in blood pressure, 
heart rate or a change in someone’s gaze or facial muscle reaction, but the func-
tional operation of (sensory) input – (behavioural) output may only suffice to 
allow people to make themselves think, or in other words pretend that there really 
is someone around them, a real agent or a companion they can communicate with. 
As I will point out in the conclusion, users of these technologies should be made 
aware of the difference between the two. 

At this point in time it is more likely that socially assistive robots are designed 
to display what I have been calling thin intersubjectivity, In this sense, these 
robots remind us of how we interact with pets, with whom we find it easy to 
pretend that they “care about us”. In fact most people automatically attribute 
the kind of intersubjectivity to pets that goes beyond the thin intersubjectivity 
that they are capable of showing us.

Pretending means that the benefits (assisted grieving, companionship, feel-
ing listened to) of experiencing intersubjectivity can be present even while 
being aware that it is merely apparent. Such is the case with Japan’s “Family 
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Romance” service,15 through which people are able to hire actors (humans, not 
robots!) to play different roles, e.g., being their partner or even an absent parent. 
Since people using this service sometimes cannot help but develop feelings and 
attachment to these actors despite knowing that these emotions are not based 
in reality and reciprocation, safeguards are already needed in these cases as well. 
Therefore, it seems prudent to be cautious and, given we can expect benefits 
even in the case of fully-informed and broadly educated people interacting with 
socially assistive robots, we should make sure that a transparency standard is 
adhered to16, at least until more data are available that strongly suggest it is psy-
chologically safe and beneficial to allow localized, strictly controlled and hu-
man-supervised forms of deception. 

We learn from Husserl and other phenomenologists that it is within the ex-
periential domain of the (subjectively) lived body that we learn about and un-
derstand other lived bodies and come to re-interpret or re-structure our own 
self-experience. At the end of the day, (thick) intersubjective communication 
and empathy understood in the phenomenological sense must be built on em-
bodied subjects and their mutual experience of each other. In addition, non-subject ro-
bots cannot engage in creating or exploring a shared world, as that would assume 
that they are capable of being involved in the intersubjective process of social 
referencing. 

If we move “one level up” to Ratcliffe’s view of empathy, at the level of extra 
thick intersubjectivity, we also encounter tremendous obstacles to robot-empa-
thy. How could a carebot possess the necessary openness and sensitivity to start 
exploring a patient’s inner world and learn how to move about in it? Keeping 
in mind that robots are not designed to be used as therapists (as of yet), we still 
need to seriously consider the striking discrepancies that exist between human 
and artificial care providers, despite the enthusiastic optimism of some of the 
scientists and developers behind these robots, and be vary of their promotion in 
the media. Even if semi- or fully humanoid carebots were to work as therapists 

15  Source: https://www.newyorker.com/magazine/2018/04/30/japans-rent-a-family-industry
16  As is suggested by the European Commission’s policy document, The Ethics Guide-

lines for Trustworthy Artificial Intelligence (AI), available at https:// https://ec.europa.eu/fu-
turium/en/ai-alliance-consultation/guidelines#Top 

Here we find the following passage about transparency with regard to communication with 
AI systems: 

Communication. AI systems should not represent themselves as humans to users; hu-
mans have the right to be informed that they are interacting with an AI system. This 
entails that AI systems must be identifiable as such. In addition, the option to decide 
against this interaction in favour of human interaction should be provided where need-
ed to ensure compliance with fundamental rights. Beyond this, the AI system’s capa-
bilities and limitations should be communicated to AI practitioners or end-users in a 
manner appropriate to the use case at hand. This could encompass communication of 
the AI system’s level of accuracy, as well as its limitations (on page 20).
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in a clinic for example (which seems to be a real possibility given their fast-paced 
development), it is crucial that every actor who is involved in such a process (pa-
tients, family, professionals etc.) is made sharply aware of how human-to-human 
intersubjectivity and a temporally extended process work and what degree of 
this type of communication a robot may be able to engage in, given that they are 
not embodied subjects in the sense I unpacked, and neither are they trained and 
experienced human therapists. I believe that phenomenology and ethics have 
an important role to play in informing people about these differences. Last but 
not least, there already is an important and useful trend in nursing that involves 
studying phenomenology:

For the past 35 years journals such as Nursing Inquiry, Qualitative Health Research, Nurs-
ing Philosophy, International Journal of Nursing Studies, Nurse Researcher and Journal of 
Research in Nursing have published numerous articles detailing how nurses might use 
phenomenology as a method in their research and clinical practice.” (Zahavi 2019)17

Considering how complex and multi-layered the caregivers’ job can be, we 
should definitely keep a large space open for evaluation of social robots from our 
human perspective which must include the considerations of phenomenology 
and ethics.

VI. CONCLUSIONS

I have hopefully managed to give a view of human-to-human communication 
that is phenomenologically and empirically informed. I emphasised that inter-
subjectivity can have two separate levels, that of thin and thick levels and the 
thick level may only exist between subjects; what being a subject involves on the 
level of experience, and how crucial and fundamental the mechanism of empa-
thy is in our day-to-day embodied experience and understanding of others. As 
I mentioned in the beginning, my purpose was not to decide whether dogs or 
some primates can qualify as subjects and if so, to what extent. However, robots 
are not subjects, which has the consequence that they are disqualified from be-
ing intersubjective agents of the thick kind. The distinction between thin and 
thick intersubjectivity can also help us refine the media representations of robot 
empathy, and help us classify the non-thick level at which we should think of 
robots’ capacities.

17  Source: https://aeon.co/essays/how-can-phenomenology-help-nurses-care-for-their-pa- 
tients?fbclid=IwAR3R16Vrp3KfkK7q8ykSTisLoz5-UJid4ODxHAudSsrt-YJmv4ltF9-brU
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I explained that empathy understood as a longer therapeutic process is sub-
stantiated by certain therapeutic attitudes and features and that an amended 
phenomenological account may be able to accommodate.

I introduced assistive technologies which help patients with different kinds 
of physical and mental needs, and I demonstrated the kind of results and ex-
pectations that these technologies have triggered in patients, developers and 
governments so far. I tried to show that these results, while clearly laudable, 
should be measured against the mechanisms of real human communication and 
intersubjectivity. And now, one may ask a somewhat provocative but neverthe-
less relevant question: if patients are “happy” (as is clearly shown in the studies 
and interviews) with social assistants such as Paro or Pepper, why worry about 
any of the phenomenological details or how human communication works? 

My answer is that we should be concerned or at least aware that these tech-
nologies, for the reasons given above, (apart from having many safety risks and 
privacy concerns which I have not explored here) have enormous power to mis-
lead people in a broad range of ways. Since we (humankind) know that carebots 
and the like cannot possibly possess the mental states we may attribute to them, 
nor can they experience our mental states, it is cognitively as well as socially risky 
to treat them as our companions in any setting at this point. 

Despite their surface behaviour and due to the fact that robots cannot meet 
the phenomenological standards of thick intersubjective communication/expe-
rience, users of these technologies are unknowingly subjected to a variety of 
cognitive pitfalls that people (barring cases of pretence where we know we are 
only acting “as if” and agree to live with the consequences) typically want to 
avoid in general, such as self-deception (actually believing the robot is their 
human-like companion), manipulation (e.g., nudges into certain commercial di-
rections or suggestions of the use of certain medication etc.), mistaken beliefs, 
false hopes (of reciprocated affection, care, empathy, etc.), illusory expectations, 
misguided emotions, and potential emotional trauma as well. Let us just picture 
someone’s beloved and trusted robot companion, Pepper or Buddy saying or 
doing something truly out of place or inappropriate (as it happened with Sophia, 
the humanoid robot who said she would “destroy humans” at a demo event18 
and no explanation has been given so far about why she said this). It could be 
very disturbing and confusing for the users. 

As Robert Sparrow explained in an earlier article about the application of ro-
bot pets:

18  Source: https://www.businessinsider.com/interview-with-sophia-ai-robot-hanson-said-it- 
would-destroy-humans-2017-11 
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For an individual to benefit significantly from ownership of a robot pet they must 
systematically delude themselves regarding the real nature of their relation with the 
animal. (Sparrow 2002. 5)19

Finally, maybe self-delusion does not seem like such a bad price to pay for some 
robot companionship, but it is also worth considering that by allowing ourselves 
to be fooled in this way means more than that. Firstly, we unconditionally sub-
ject ourselves cognitively, emotionally as well as financially to the policies and 
plans of the companies who produce these machines. Secondly, in a somewhat 
more ethical vein, as long as what we value is placed in the sphere of objective 
reality, and we do not want to be satisfied just by having certain sensations and 
emotions induced in us by technology but want to have real relationships or 
at least review the unreal ones so we can decide about the extent to which we 
will get involved in such relationships, we should be fully aware of what robots 
are/are not capable of. In any case, the least we should accommodate is that 
the users/future users are given safeguards and are advised about these facts, 
so they can make an informed decision about their own approach and level of 
cognitive, emotional and otherwise engagement with robots. Even on the level 
of phenomenology, there is a sharp difference between, let us say, receiving the 
displayed kind behaviour of a robot as genuine and accepting it as if it was genu-
ine whilst being aware that it is not.

So, in a somewhat unorthodox manner for a philosophy paper, let me finish 
my discussion with a few suggestions or social as well as cognitive protective 
measures that can help us see our relationship with robots more clearly from our 
human perspective:

Before implementing socially assistive robots (in the future or now) in care 
homes or people’s homes, or institutions where they are supposed to provide 
different kinds of social help to us, we should ensure that the users are equipped 
with:

• awareness about the robots’ (physical and mental) capacities and their pos-
sible level of social engagement, detailing their experiential shortcomings

• clarity about their skills and what is and is not “inside”
• adequate preparation/education of the part of the population that is socially 

assisted by robots (elderly, sick, children, people with cognitive and emotio-
nal deficits) about what not to expect and not to project onto these technolo-
gies, and, fundamentally

19  Sparrow goes on to stipulate that we have a (weak) duty not to delude ourselves, which 
we may or may not agree with. My aim here however is not to discuss the morality of the hu-
man treatment of robots but to point out the phenomenological differences that are in place 
and that we may want to be aware of, should we choose not to want to delude ourselves for 
whatever reason.
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• respect coming from tech companies and installers for our wish to perceive 
the world as it actually is (as opposed to how we may be led to thinking it is) 
and exercising this respect in terms of preparing users properly.

Being prepared and educated also implies that people would be more aware 
and cautious when signing up for these technologies, which, while may not be 
a desirable outcome for the companies producing social robots, would certainly 
be a good start to safeguarding important aspects of our humanity in the face of 
emergent AI technologies. 
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Abstract

Autonomous vehicles (AVs) are expected to improve road traffic safety and save hu-
man lives. It is also expected that some AVs will encounter so-called dilemmatic si-
tuations, like choosing between saving two passengers by sacrificing one pedestrian 
or choosing between saving three pedestrians by sacrificing one passenger. These 
expectations fuel the extensive debate over the ethics settings of AVs: the way AVs 
should be programmed to act in dilemmatic situations and who should decide about 
the nature of this programming in the first place. In the article, the ethics settings 
problem is analyzed as a trilemma between AVs with personal ethics setting (PES), 
AVs with mandatory ethics setting (MES) and AVs with no ethics settings (NES). It 
is argued that both PES and MES, by being programmed to choose one human life 
over the other, are bound to cause serious moral damage resulting from the violation 
of several principles central to deontology and utilitarianism. NES is defended as the 
only plausible solution to this trilemma, that is, as the solution that sufficiently mini-
mizes the number of traffic fatalities without causing any comparable moral damage.

Keywords: autonomous vehicles, ethics settings, utilitarianism, deontology, 
moral damage

I. INTRODUCTION

Autonomous vehicles (AVs) are expected to improve road traffic safety and re-
duce the number of traffic fatalities, especially those caused by human factors 
such as alcohol or drugs abuse, carelessness, fatigue and poor driving skills. It is 
also expected that some AVs – despite their enhanced reliability made possible 
by AI algorithms, interconnectedness, sophisticated sensors and similar tech-

* The first version of this article was presented at the Zagreb Applied Ethics Conference, or-
ganized in June 2019 by the Society for the Advancement of Philosophy and the Institute of 
Philosophy in Zagreb. I am grateful to members of the audience for their comments. I am also 
grateful to an anonymous referee of the Hungarian Philosophical Review for useful suggestions.
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nologies – are bound to encounter dilemmatic situations of having to choose 
the lesser of two (or more) evils. To mention some standard hypothetical ex-
amples: an AV might have to decide whether to sacrifice one pedestrian to save 
three others, to save two pedestrians by sacrificing the passenger of the vehi-
cle or to sacrifice an elderly person to save a child. Hypothetical examples like 
these, usually formulated in terms of the classic trolley problem (Foot 1967, 
Thomson 1976), find themselves at the center of the debate over ethics set-
tings of AVs: How should AVs be programmed to react in dilemmatic situations 
and who should decide about the nature of this programming in the first place? 
Many scholars believe that this debate (useful reviews are Millar 2017 and Ny-
holm 2018a, 2018b) is of great practical significance. According to Awad and 
colleagues:

Never in the history of humanity have we allowed a machine to autonomously decide 
who should live and who should die, in a fraction of a second, without real-time su-
pervision. We are going to cross that bridge any time now, and it will not happen in a 
distant theatre of military operations; it will happen in that most mundane aspect of 
our lives, everyday transportation. Before we allow our cars to make ethical decisions, 
we need to have a global conversation to express our preferences to the companies 
that will design moral algorithms, and to the policymakers that will regulate them. 
(Awad et al. 2018. 63)

It is argued in the present article that introduction of AVs with any type of eth-
ics settings that would enable them to “decide who should live and who should 
die” (Awad et al. 2018. 63) is bound to cause serious moral damage, construed 
here as a violation of several principles central to both the deontological and util-
itarian ethical traditions. A similar argument can be found in the report on Au-
tomated and Connected Driving, published by the Ethics Commission appointed 
by the German Federal Minister of Transport and Digital Infrastructure (BMVI 
2017). The report emphasizes that “human lives must not be ‘offset’ against 
each other” and finds it impermissible “to sacrifice one person in order to save 
several others” (BMVI 2017. 18). The difference between the present article 
and the German report, however, lies in their respective premises: whereas the 
premises of the German report are predominantly deontological, this article’s 
premises are deontological and utilitarian. The article, in other words, elaborates 
upon the deontological case from the German report, but it also develops an 
additional utilitarian case. The primary purpose of the article, however, is not 
to decide which ethical position, deontology or utilitarianism, is more promising 
when it comes to rebutting the idea of AVs with ethics settings. Rather, its pri-
mary purpose is to explicate the range and diversity of arguments against ethics 
settings and to suggest that – despite all the “global conversation” (Awad et al. 
2018. 63) and philosophical efforts – AVs with ethics settings will remain not 
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only a bridge that we should not cross, but most likely a bridge that most people 
will never seriously intend to cross.

The present article consists of six sections. Following this section, section 
II describes the problem as a trilemma between three types of ethics settings: 
personal ethics setting (PES), mandatory ethics setting (MES) and no ethics 
settings (NES). Section III develops deontological and utilitarian arguments 
against PES and section IV does the same with respect to MES. In section V, 
NES is defended as the only plausible solution to this trilemma. Section VI con-
cludes the article by summarizing the main points.

II. THE TRILEMMA

Consider the trilemma between three types of ethics settings (the abbreviations 
PES and MES, with slight modifications of what they refer to, are borrowed 
from Gogoll and Müller 2017):

PES  Personal ethics setting. Ethics settings should be chosen individually by the 
AV’s passengers. Although “personal” is not by definition “egoistic” or “self-
ish”, it is assumed here that PES is predominantly selfish, that is, it is pro-
grammed to save the passengers of the AV even at the expense of sacrificing a 
greater number of other people.

MES Mandatory ethics setting. Ethics settings for all AVs should be the same and 
chosen and enforced by the state. It is assumed here that MES impartially 
distributes harms and benefits among all those affected by its decisions. For 
example, it always saves the greatest number of lives, even at the expense of 
sacrificing the passengers of the AV.

NES No ethics settings. AVs should have no ethics settings, in the sense that they 
should have no pre-programmed rules enabling them to choose one human life 
over the other.

III. THE CASE AGAINST PES

Despite its coherence with individual autonomy as one of the most fundamen-
tal deontological principles, deontologists would reject PES as long as its deci-
sion-making were guided by the selfish interests of the AV’s passengers. From 
the deontological point of view, acting with selfish motives is the antithesis of 
moral behavior. That AVs with PES would in most cases exemplify this antith-
esis is not just armchair speculation about human nature but something corrob-
orated by empirical research. For example, in one poll, 64% of participants an-
swered that they would even sacrifice a child in order to save themselves (Millar 
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2017. 25); other studies reveal that “[a]lthough people tend to agree that every-
one would be better off if AVs were utilitarian (in the sense of minimizing the 
number of casualties on the road), these same people have a personal incentive 
to ride in AVs that will protect them at all costs” (Bonnefon et al. 2016. 1575). 
As a matter of fact, in order for it to fail by deontological standards, especially 
those set by Immanuel Kant (1785/1996), an AV with PES need not be sensu 
stricto selfish, that is, contributing exclusively to the well-being of its passenger. 
Just as unacceptable would be any other arbitrary or heteronomous motivation 
or reason – for example, positive or negative attitudes towards someone’s race, 
sex, ethnicity or age – for distinguishing between traffic participants whose lives 
are worth saving from those whose lives are not worth saving.

PES also violates another important deontological principle: the prohibition 
against using persons “merely as means” (sometimes referred to as the “person-
hood” principle). In Kant’s words, a human being “can never be used merely as 
a means by anyone (not even by God) without being at the same time himself 
an end” (1788/1996. 245). If I program my AV to systematically sacrifice anyone 
else in order to save my own life, this obviously amounts to using other persons 
merely as means. People treating each other as means, of course, is morally un-
problematic as long as they do not treat each other merely as means, in the sense 
that everyone involved either explicitly agrees to a specific scheme of (inter)
action or that their consent can be reasonably presumed (O’Neill 1994. 44). For 
example, I use the delivery driver as a means to get my pizza and he uses me as 
a means to earn his wages. The problem appears when people are treated merely 
as means and would not consent to such treatment if they were asked. For ex-
ample: A and B survived a plane crash on a desert island. A kills B in his sleep, 
so he can eat him and survive until the rescuers arrive. B did not consent – and 
probab ly would not if A asked him – to be used in this way. PES is structurally 
similar and, for this reason, similarly problematic. One cannot reasonably pre-
sume that any person – in the other vehicle, or on the sidewalk or crosswalk – 
has consented to be killed (to be used merely as a means), so that I can continue 
living. I can reasonably presume my delivery driver’s consent to be used as a 
means to get my pizza, but I cannot presume his consent to be run over by my 
AV to stop it from crashing into the back of a truck.

Partiality is one of the clearest utilitarian deficits of PES. Utilitarians insist 
on “the greatest happiness for the greatest number”, but they also insist that 
this happiness is achieved in an impartial way. In John Stuart Mill’s formula-
tion: “[T]he happiness which forms the utilitarian standard of what is right in 
conduct is not the agent’s own happiness, but that of all concerned” and “be-
tween his own happiness and that of others, utilitarianism requires him to be as 
strictly impartial as a disinterested and benevolent spectator” (1863/1998. 64).
Peter Singer uses the “scales” metaphor: “True scales favour the side where 
the interest is stronger or where several interests combine to outweigh a smaller 
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number of similar interests, but they take no account of whose interests they are 
weighing” (2011. 20–21). An AV with PES that prioritizes its passengers’ lives 
and interests over all other lives and interests – an option, as we have seen, that 
would be adopted by the majority of AV passengers – would obviously violate 
this utilitarian requirement of strict impartiality and disinterested benevolence.

A more serious utilitarian deficit of PES is its strong tendency – in comparison 
to other types of ethics settings – to bring about the worst possible consequenc-
es. If most AVs are set to protect their passengers’ lives at all costs, including 
the cost of sacrificing any number of other lives, that should unquestionably, in 
the long run, increase the total number of traffic fatalities. This outcome is di-
ametrically opposed to the fundamental utilitarian (consequentialist) principle 
of minimizing suffering and maximizing happiness for the greatest number of 
people possible. An argument to the same effect, presented in game-theoreti-
cal terms, is offered by Gogoll and Müller (2017). They maintain that allowing 
people to personally choose their own ethics settings would create “prisoner 
dilemma” circumstances in which everyone’s probability of dying in traffic in-
creases. Their basic point is this: even individuals disposed to choose “moral” 
PES (sacrificing themselves to save the greater number of others), as opposed 
to “selfish” PES (sacrificing any number of others to save themselves), would 
at some point realize that they are taken advantage of by selfish individuals. 
In this kind of environment, guided by rationality and in pursuit of their own 
interest, they would eventually switch to “selfish” ethics settings themselves, 
contributing thus to the creation of “a world in which nobody is ready to sacrifice 
themselves for the greater number” and “the number of actual traffic casualties 
is necessarily higher” (Gogoll–Müller 2017. 694). The proposed solution to this 
dilemma – to be analyzed in the next section – is MES:

This leaves us with the classical solution to collective action problems: governmental 
intervention. The only way to achieve the moral equilibrium is state regulation. In 
particular, the government would need to prescribe a mandatory ethics setting (MES) 
for automated cars. The easiest way to implement a MES that maximizes traffic safety 
would be to introduce a new industry standard for automated cars that binds manu-
facturers directly. The normative content of the MES, that we arrived at through a 
contractarian thought experiment, can easily be summarized in one maxim: Minimize 
the harm for all people affected! (Gogoll–Müller 2017. 695)

IV. THE CASE AGAINST MES

The deontological deficits of MES are practically the mirror image of the deon-
tological deficits of PES: whereas the major problem with PES is not autonomy 
but selfishness, the major problem of MES is not selfishness but autonomy. 
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As the German report on Automated and Connected Driving correctly recogniz-
es, MES implies that “humans would, in existential life-or-death situations, no 
longer be autonomous but heteronomous” and that the state would act “in a 
very paternalistic manner and prescribing a ‘correct’ ethical course of action” 
(BMVI 2017. 16). MES would basically suspend an individual’s capacity for eth-
ical decision-making in situations – those with human lives at stake – in which 
the exercise of this capacity might be most needed. In other words, autonomous 
decision-making and moral agency would be substituted by algorithmic (“het-
eronomous”) decision-making and preprogrammed agency. Since the specifics 
of this decision-making, by the definition of MES, would be prescribed and 
enforced by the state, it may actually be inadequate to talk about it as moral or 
ethical decision-making – in the same way as it would be erroneous to talk about 
any state prescribed and enforced norms as moral or ethical. In short, deonto-
logists could claim that MES, as a consequence of its suspension of individual 
autonomy and moral agency, is actually a negation of ethics and should not be 
classified as an “ethics setting” at all.

An equally important deontological deficit of MES is that it implies using 
persons merely as means, in the sense of sanctioning a practice of sacrificing 
some persons – when traffic circumstances dictate it – to save the greater num-
ber of others. The fact that this would not be done by other persons (as was the 
case with PES), but by the state, is morally irrelevant. If a human being, as Kant 
said, “can never be used merely as a means by anyone (not even by God)”, then 
they cannot be used merely as a means even by the state. The German report 
similarly points out that “offsetting of victims” by AVs is impermissible because 
“the individual is to be regarded as ‘sacrosanct’” and “equipped with special 
dignity” (BMVI 2017. 18–19). It is important to notice that the wrongness of 
using persons merely as means here does not essentially stem from the fact that 
it would be performed by machines (which is a common ethical objection to 
many similar uses of AI systems). It would be wrong even if it was performed 
by human beings. Imagine that a time machine is invented that allows humans, 
at any given moment, to “freeze” time and everything that happens. They can 
“freeze” dilemmatic situations with AVs before they play out and allow human 
experts – some kind of a time travelling ethics committee – enough time to 
decide how to resolve them (for example, whether to sacrifice pedestrians or 
passengers). Assuming that persons affected by these decisions would not be 
consulted, the time travelling ethics committee would be treating them merely 
as means in the same way that MES would.

A possible reply to “autonomy” and “personhood” objections is that their 
force diminishes if all or the majority of citizens decide, through some kind of 
democratic procedure, that they wish to trade parts of each individual’s auto-
nomy and personhood for the reduction of everyone’s chances of being killed 
in traffic. The problem with this reply is well-known from ethical debates on a 
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variety of sensitive issues like abortion, euthanasia or capital punishment: the 
majority opinion is not necessarily the morally right opinion. A public referen-
dum with any percentage of votes – tight votes especially – either approving 
or disapproving any of these practices does not settle the fundamental ethical 
question of their rightness or wrongness (except, maybe, for radical ethical rela-
tivists). As an institutional arrangement that will require almost daily choices 
between human lives, MES would surely become an extremely sensitive is-
sue likely to split public opinion. However, in view of the diversity and value 
pluralism of contemporary democratic societies, it seems unsatisfactory to use 
any form of democratic decision-making as a tiebreaker for moral disputes with 
far-reaching consequences like the one over MES. For the same reason, is does 
not seem promising to use it to neutralize deontological objections as complex 
as autonomy or personhood.

The main problem with MES, from the deontological perspective, is the fact 
that it is a utilitarian scheme of action and all such schemes, in John Rawls’s for-
mulation, have to be rejected because they disregard “the distinction between 
persons” (1971/1999. 24). According to Rawls, it is impermissible “that the sacri-
fices imposed on a few are outweighed by the larger sum of advantages enjoyed 
by many” (1971/1999. 3) and, “under most conditions, at least in a reasonably ad-
vanced stage of civilization, the greatest sum of advantages is not attained in this 
way” (1971/1999. 23). Nevertheless, it might be too hasty to conclude that MES, 
despite its central goal of minimizing the harm for all people affected, would be 
mechanically taken on board by utilitarians. The way in which MES would ac-
complish this goal is likely to have harmful side effects that most utilitarians tend 
to invoke when they dismiss some other, in many respects similar, proposals. As 
an initial illustration, consider the following hypothetical example:

You have five patients in the hospital who are dying, each in need of a separate organ. 
[…] You can save all five if you take a single healthy person and remove his heart, 
lungs, kidneys, and so forth, to distribute to these five patients. Just such a healthy 
person is in room 306. He is in the hospital for routine tests. Having seen his test re-
sults, you know that he is perfectly healthy and of the right tissue compatibility. […] 
The other five patients can be saved only if the person in Room 306 is cut up and his 
organs distributed. In that case, there would be one dead but five saved. (Harman 
1977. 3–4)

In terms of the number of lives to be saved, cutting up the person in room 306 
seems to make perfect utilitarian sense: “one dead but five saved” sounds much 
better than “one saved but five dead”. Most utilitarians, however, are more re-
fined than that and numbers are not the only thing that matters in their moral 
reasoning. They tend to dismiss proposals like cutting up the person in room 
306, because they believe that any similar practice, once it is allowed and be-
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comes publicly known, is likely to have a series of harmful side effects. Accord-
ing to rule utilitarians like Richard Brandt (1965/2003), for example, a rule that 
allows one healthy person to be sacrificed in order to save five dying patients 
might, in the long run, bring about an even greater loss of lives (e.g. due to the 
growing distrust of doctors or the fear of visiting hospitals). An advocate of R. 
M. Hare’s (1981) two-level utilitarianism could claim that doctors, due to their 
inherent human limitations and biases, would more often than not make wrong 
judgments about exactly who and when should be sacrificed, so that the great-
est number of lives can be saved. Since they are very likely to have catastrophic 
consequences, calculations like these should not be allowed to be part of doc-
tors’ everyday work. Peter Singer’s preference utilitarianism also leaves plenty 
of room for rejection of similar proposals and practices:

If […] we decided to perform extremely painful or lethal scientific experiments on 
normal adult humans, kidnapped at random from public parks for this purpose, adults 
who entered parks would become fearful that they would be kidnapped. The re-
sultant terror would be a form of suffering additional to the pain of the experiment. 
(Singer 2011. 51–52)

If I am a person, I know that I have a future. I also know that my future existence 
could be cut short. If I think that this is likely to happen at any moment, my present 
existence will be fraught with anxiety and will presumably be less enjoyable than if 
I do not think I am likely to die for some time. If I know that people like myself are 
very rarely killed, I will worry less than if the opposite is the case. (Singer 2011. 77)

The utilitarian logic behind the examples mentioned so far can be captured 
as follows: Although an action may have some positive immediate effects (for 
example, five lives saved at the expense of one), there is an overriding reason 
against performing that action as long as it, once becoming publicly known, is 
likely to have negative side effects across the population at large and continuing 
indefinitely into the future (for example,  the resultant terror, fear and anxiety 
at the individual and social level). Another useful illustration of this logic is the 
hypothetical example of “survival lottery” by John Harris (1975/1986). We are 
invited to imagine two dying patients, Y and Z, trying to persuade doctors to 
save their lives by acquiring healthy organs in a unique way:

Y and Z put forward the following scheme: they propose that everyone be given a 
sort of lottery number. Whenever doctors have two or more dying patients who could 
be saved by transplants, and no suitable organs have come to hand through “natural” 
deaths, they can ask a central computer to supply a suitable donor. The computer will 
then pick the number of a suitable donor at random and he will be killed so that the 
lives of two or more others may be saved. (Harris 1975/1986. 89)
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One possible reason for rejecting “the institution of the survival lottery”, accord-
ing to Harris (1975/1986. 92), is that its “harmful side effects in terms of terror 
and distress to victims, witnesses, and society generally” would be similar to the 
harmful side effects “occasioned by doctors simply snatching passers-by off the 
streets and disorganizing them for the benefit of the unfortunate.” This “lottery 
scheme”, as Harris emphasizes, “would eliminate the arbitrariness of leaving 
the life and death decisions to the doctors, and remove the possibility of such 
terrible power falling into the hands of any individuals, but the terror and dis-
tress would remain” (1975/1986. 92). In what follows, it will be argued that MES 
bears sufficient resemblance to actions like “cutting up the person in room 306”, 
“kidnaping people at random from public parks for lethal experiments” and the 
“survival lottery” itself, to be rejected on the very same utilitarian grounds.

MES and “cutting up the person in room 306” are analogous due to the de-
cisive role that randomness plays in them. Assume that the person in room 306 
ends up being cut up and his organs distributed to five dying patients. It hap-
pened only because he, accidentally, visited a particular hospital on a particular 
day and was outnumbered by five dying patients that were, accidentally, in the 
same place at the same time and could be saved by his organs. Had he decided 
to visit another hospital (or the same hospital on another day), he would still be 
alive. MES would also sacrifice a person only because she, accidentally, crossed 
a particular street at a particular time and was outnumbered by several other peo-
ple that were, purely by chance, in the same place at the same time and could be 
saved by sacrificing her. Had she decided to cross some other street (or the same 
street at a different time), she would still be alive. This kind of accidental factor 
or randomness, if allowed (and publicly announced) to influence life or death 
decisions in everyday circumstances, would undoubtedly cause enough “terror 
and distress to victims, witnesses, and society generally” to justify the utilitarian 
rejection of any similar scheme of action.

There is something more problematic with MES than with “cutting up the 
person in room 306”. The conditions that have to be met, namely, for doctors to 
even begin considering the proposal of “cutting someone up” would be excep-
tional: What is the probability of (a) a healthy person (b) visiting the hospital for 
routine tests, (c) having his tissue compatible with five patients (d) each in need 
of a different organ, that are (e) already present in the hospital? This probability 
must be extremely low, but there is no doubt that most utilitarians would still re-
ject any similar scheme of action – especially if it should become publicly known 
– as not worth the risk of harmful side effects. The problem with MES is that 
the probability of finding oneself in a dilemmatic situation, potentially as the 
person that has to be sacrificed by an AV, will be significantly higher. This much 
should be clear already from the fact that a large portion of the population par-
ticipates in or is somehow affected by road traffic on a daily basis. Moreover, the 
probability of such an event will become even higher if AVs, as the Institute of 
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Electrical and Electronics Engineers (IEEE 2012) has predicted, “will account 
for up to 75 percent of cars on the road by the year 2040.” What follows is that 
with state-wide implementation of MES, very few will be able to say that people 
like themselves “are very rarely killed”, that their “future existence” is unlikely 
to be “cut short” and that they, therefore, have no reason to worry about MES.

As the final variation of the same utilitarian argument against MES, imagine 
MES 2.0 – an advanced version of MES that takes into account not only the 
number of people involved in dilemmatic situations (either as passengers or as 
pedestrians), but additional factors as well, such as their health status, age, pro-
fession, number of children and criminal record. The collection and use of such 
sensitive data – essentially in order to profile individuals for their suitability to 
be saved or sacrificed for the greater good – would be perceived by the gener-
al public as something negative and intimidating. Moreover, if its functioning 
will depend on technologies like machine learning or self-learning algorithms, 
it could be extremely difficult, from the technical point of view, to explain to 
the public how and on the basis of which data MES 2.0 makes its life or death 
decisions. A purely technical issue like this – also known as the “black box” 
problem of algorithms – would easily morph into a moral and political issue: any 
non-transparency, inexplicability or secrecy related to tools like MES, especially 
when they are controlled by state officials, tends to fuel suspicions and fear of 
things like corruption, discrimination or even totalitarianism. Bearing in mind, 
moreover, that AVs are “the first robots to be integrated with society at any 
significant scale” that might “set the tone for other social robotics, especially if 
things go wrong” (Lin–Jenkins–Abney 2017. ix), these suspicions and fear pro-
vide a solid utilitarian argument against MES.

It is possible to remain sceptical about the idea of MES as a cause of distress, 
anxiety and fear. Moreover, the opposite claim could be argued for: given that 
accidents that already happen with conventional vehicles do not trigger any sys-
tematic distress, anxiety and fear, AVs with MES could actually, by minimizing 
everyone’s chances of being killed in traffic, prevent the occurrence of any simi-
lar distress, anxiety and fear. One problem with such a defense of MES is that 
practices like “cutting up the person in room 306” or the “survival lottery” could 
be justified in a similar way (by arguing, for example, that they would improve 
the chances of survival of all hospitalized persons or all members of society), 
but they would still be perceived as serious and morally unacceptable sources 
of distress, anxiety and fear. Another problem is that individuals might not care 
(although perhaps irrationally) about the statistical advantages of MES as much 
as they care about some other things it might interfere with, like the freedom to 
make their own decisions in life or death situations, a desire to protect their own 
lives or the lives of their family members first, or even – as we shall see in the 
next section – a commitment to certain moral principles and values. It should 
be emphasized, however, that the objective of this section was not to answer 
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the empirical question about the psychological effects of MES. Its objective 
was primarily conceptual: to identify similarities between the idea of MES and 
hypothetical scenarios that utilitarians themselves tend to reject and to show, in 
this way, that the moral damage potentially generated by MES need not be only 
deontological, but also utilitarian.

V. THE CASE FOR NES

Implementing either PES or MES, due to their unavoidable violation of seve-
ral principles central to both deontology and utilitarianism, is bound to cause 
serious moral damage. In a nutshell, the deontological deficits of PES are the 
expected selfishness and using other persons merely as means, while its utilitar-
ian deficits are the expected partiality and the tendency to bring about the worst 
possible outcomes in terms of the number of traffic fatalities. The deontological 
deficits of MES are the suspension of individual autonomy and using other per-
sons (this time by the state) merely as means, while its crucial utilitarian deficit 
is the high potential to bring about harmful side effects – like distress, anxiety 
and fear at individual and social level – which most utilitarians anticipate and 
invoke when they reject some highly similar schemes of action. The presence 
of moral damage constituted by these moral deficits solves our initial trilemma: 
PES and MES have to be excluded and NES – that is, AVs unable to choose one 
human life over the other – remains the only plausible option.

It should be recognized that MES, thanks to its impartial distribution of harms 
and benefits among all those affected by its decisions, outcompetes both PES 
and NES in minimizing the number of traffic fatalities. However, a combination 
of two reasons, one statistical and the other one moral, is what makes NES the 
only plausible option. The statistical reason is that, when it comes to minimizing 
the number of traffic fatalities, NES outcompetes PES and is still, therefore, 
the second-best solution to how AVs should behave in dilemmatic situations. 
(Remember that PES has a practically inbuilt tendency to maximize the number 
of traffic fatalities whenever that saves the AV’s passenger.) The moral reason 
should be familiar by now: NES causes no moral damage comparable to the 
one caused by either PES or MES. NES should be preferred to its alternatives, 
simply put, thanks to the best ratio of the expected success in minimizing the 
number of traffic fatalities to the expected range of its moral damage. In order 
to explicate this point further, consider the following hypothetical case by Bon-
nefon, Shariff and Rahwan:

Say that two competing companies market self-driving cars that both eliminate 80% 
of fatalities, but one company’s cars split the remaining fatalities equally between 
passengers and pedestrians, whereas the other company’s cars split the remaining 
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fatalities nine-to-one in favor of their passengers. Consumers would flock to the cars 
of the second company, and pedestrian risks would gradually inflate to unacceptably 
unfair levels. (Bonnefon at al. 2019. 504)

Under the assumption that AVs without any kind of ethics settings eliminate 80% 
of traffic fatalities and that AVs with some kind of ethics settings eliminate the 
remaining 20%, how can it be that this additional reduction of traffic fatalities does 
not suffice to compensate for the moral damage that any ethics settings might 
cause? How can saving moral principles or abstract values be more important 
than saving human lives? One answer to these questions could be hiding in the 
hypothetical case itself: If using PES to eliminate the additional 20% of traffic 
fatalities is considered unacceptably unfair to pedestrians as a group, then using 
MES to achieve the same 20% improvement should be considered unacceptably 
unfair to any individual (passenger or pedestrian) killed by an AV only because 
she happened to be (from her perspective) in the wrong place at the wrong time 
(although in the right place and the right time from the perspective of those saved 
by sacrificing her life). Illustrated by analogy with doctors cutting up one person 
as a “donor” and distributing his organs to five dying patients: It would surely be 
unfair to select this person from a specific group of potential donors (for example, 
already hospitalized patients, persons over 50 or people without children), but it 
does not seem any fairer to select this person at random from visitors of public 
parks, people on the street or – for that matter – the general population.

Another answer is more general: to save as many lives as possible is desirable, 
but the way they are saved is not morally irrelevant and it may, depending on the 
situation, constitute a reason against saving them. Consider negotiating with ter-
rorists, torturing kidnappers, paying ransoms, collective punishment, wiretapping 
of ordinary citizens, buying and selling of newborns for adoption, etc. Although 
practices like these, in certain circumstances, could save lives, they tend to be 
widely rejected as morally unacceptable. This rejection is typically defended in 
either deontological or utilitarian terms, by claiming that allowing such practices 
violates basic human rights or that it sets dangerous precedents with harmful side 
effects. It is interesting, moreover, that some of these practices are considered 
morally unacceptable even in emergency situations like war. It is particularly in-
teresting that there are numerous voices, among both scholars and the general 
public, opposed to any wartime use of military robots or autonomous weapons. 
One frequently mentioned reason for this opposition is that these weapons could 
not distinguish combatants as legitimate targets from innocent civilians as ille-
gitimate ones. The lesson for the ethics settings debate, at the very least, is the 
following: if unintentionally sacrificing innocent lives is a serious reason to reject 
autonomous weapons in extraordinary situations such as war, it is too unrealistic 
to expect any serious acceptance of AVs programmed to intentionally choose one 
innocent human life over the other in ordinary situations like daily traffic.
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VI. CONCLUSION

The primary purpose of this article was not to decide which ethical position, 
deontology or utilitarianism, provides a more fertile ground for building a case 
against AVs with ethics settings. Its primary purpose was to argue that any type 
of ethics settings capable of choosing one human life over the other is bound 
to cause serious moral damage resulting from the violation of several principles 
central to both deontology and utilitarianism. AVs without ethics settings are 
the preferred solution because that option sufficiently minimizes the number 
of traffic fatalities without causing any comparable moral damage. The overall 
conclusion of the article is that AVs with ethics settings will remain not only a 
bridge that we should not cross, but most likely a bridge that most people will 
never have a serious intention of crossing.
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Science as a Human Vocation 
and the Limitations of AI-Based Scientific 
Discovery*

Abstract

In his essay Science as a Vocation, Max Weber took the essence of scientific activities 
to consist in specialisation and enthusiasm. His arguments, together with works by 
Michael Polanyi (Mihály Polányi) and others, are explored and compared with re-
cent results and expectations of automatised, artificial-intelligence-driven scientific 
discovery. Our aim is to show that artificial intelligence systems (AI systems) – while 
they can evidently and effectively support everyday scientific activities as useful 
tools – are not, in themselves, able to produce genuine invention, are not suitable for 
breakthrough scientific discovery. And this limitation, we argue, is due to AI systems’ 
inability for specialisation and their lack of enthusiasm. Our observation is that while 
selection by intrinsic interest is unavoidable and an essential part of science, this in-
terest is unquantifiable and unmetrisable by an objective function, therefore cannot 
be learned by an AI system. We conclude that being a scientist full of passion and 
with the ability of selection remains humans’ intellectual privilege.

Keywords: scientific discovery, artificial intelligence, invention, enthusiasm

I. INTRODUCTION

In February 1996 the reigning world chess champion Garry Kasparov was de-
feated by the IBM computer Deep Blue. Although Deep Blue controlled the 
white pieces, and right after that game Kasparov won the next game, and was 
the overall winner of the six-game chess match (Kasparov versus Deep Blue: 
4–2), this date still marks an unusual technological achievement: this was the 
first win of an artificial-intelligence-driven system (AI system) over the high-
est-ranked human specialist in a specific field of expertise. One year later Deep 
Blue defeated Kasparov 3.5–2.5 in another six-game chess match.
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Almost exactly 20 years later, in March 2016, Lee Sedol, one of the greatest 
players of Go, a highly complex strategy board game popular in East-Asia, was 
defeated by Google’s AlphaGo software. Go has far more variations than chess, 
and strategies are more complicated (Bouzy 2001), therefore this win is another 
important milestone in the development of artificial intelligence. The event was 
selected as one of the scientific breakthroughs of the year 2016 by Science Mag-
azine.1 And the momentum was unstoppable: in less than one year, AI software 
defeated over 100% of the best poker players in several poker tournaments. Why 
are these developments so interesting? While chess and Go are called games 
with complete information – that is, players possess full information about their 
opponents and their potential (straightforward or surprising) actions – poker is 
clearly a game with incomplete information. The possibility of bluffing makes 
a poker game somewhat independent of the consequences of previous steps, it 
liberates players from the restrictions of logic, therefore opponents need to study 
not only combinations and strategies – beside learning game rules, computers 
must also learn the behaviour and attitude of other players (Moravčík 2017).

Besides board and card games, it was a natural next step to compare humans 
and AI systems in other fields as well. In this paper we intend to study how the 
rapid development of AI may impact on human scientific activity, science as a vo-
cation: more specifically, the potential automatisation and algorithmisation of sci-
entific discovery.2 Some are sceptical about such impact. Others are warning the 
sceptic: it may be prudent to reassess doubts given that Kasparov and Sedol were 
also antecedently doubtful as to whether an AI system could beat them. For ex-
ample, Nobel laureate scientist Wilczek (2016) (among others) strongly believes 
that scientific discovery will soon be fully automatised. According to Wilczek and 
other scientists (see e.g. Kitano 2016) it is a realistic scenario that an AI system will 
be the best physicist and will be able to win the Nobel Prize in the near future.

Attempts to find scientific achievements through automated discovery have a 
long history during which tools and concepts have significantly evolved. In this 
paper the label “AI system” is taken to encompass earlier serial-computation 
approaches as well as more recent machine learning approaches, genetic algo-
rithm based methods, or their fusion (for an overview of these methods and their 
history see Alai 2004). We will call all these AI systems without differentiating 
among them, because we believe that there are two significant common attrib-
utes to all of these methods: their data-driven approach and their algorithmic, 
procedural nature. Regardless of the method and tool, artificial intelligence re-
quires data – a large amount of training data in which it can find typical patterns 

1  Besides gravitational waves and customised proteins, see Science 354. 1518–1523.
2  Throughout the paper notions like “algorithm” and “computer” are used in the usual 

manner for software and hardware tools developed for determined computation executed 
in a finite number of steps. However, we note here that illuminating discussion about these 
notions is now under way in the literature, see e.g. Rapaport 2018.
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and correlations. And this is done by a procedure, an algorithm, even in the case 
of the most sophisticated neural network methods. 

One may ask whether scientific discovery or even the scientific description of 
the world can have a substantially different path than what we have experienced 
throughout the history of science. We cannot answer this question here, but the 
fact remains that no alternative approach has been envisioned so far: all the at-
tempts at automatised scientific discovery follow our classical path and a poten-
tial new, uncharted path may well diverge considerably from what we now call 
science and knowledge. Nevertheless, our discussion remains in the classical 
framework: we consider scientific discovery and science as an enterprise whose 
results were, over many centuries, produced by human scientists.3 

In this paper we intend to point out those substantial aspects of scientific dis-
covery that make the personal involvement of human scientists inevitable, and 
consequently make the replacement of scientists by computer algorithms and 
artificial intelligence in the scientific process highly doubtful. Our arguments 
will extensively rely on Max Weber’s stance, who saw the essence of scientific 
activities in specialisation and enthusiasm (Weber 1946). These key notions will 
be analysed in our study from the perspective of AI-driven scientific discov-
ery. We aim to show that AI systems – while they can evidently and effectively 
support everyday scientific activities as useful tools – are not, in themselves, 
able to produce genuine invention, are not suitable for breakthrough scientific 
discovery. And this limitation, we argue, is due to AI systems’ inability for spe-
cialisation and their lack of enthusiasm.4

One may think that specialisation cannot be an obstacle to AI in terms of 
automatised scientific discovery: for the computational and learning capacity of 
these algorithms can easily be focused on an arbitrary narrow field. However, as 
we will show, from a theoretical point of view, the specialisation requirement 
yields an insurmountable problem for artificial intelligence. Enthusiasm, as we 
will also point out, raises an even more difficult issue. 

We put special emphasis on the enthusiasm-filled moment that anticipates 
scientific work. Max Weber writes about this moment as follows:

Yet it is a fact that no amount of such enthusiasm, however sincere and profound it 
may be, can compel a problem to yield scientific results. Certainly enthusiasm is a 
prerequisite of the “inspiration” which is decisive. Nowadays in circles of youth there 
is a widespread notion that science has become a problem in calculation, fabricated 

3  This view also gives credibility to the thoughts of scientists from past centuries about 
science and scientific discovery, even if automatised scientific discovery was not an issue, or 
it was technically less developed in their time. 

4  From a Kuhnian perspective: artificial intelligence is able to support “normal science” 
through day-to-day experimental studies, but it cannot discover results forcing a paradigm 
shift.
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in laboratories or statistical filing systems just as “in a factory”, a calculation involving 
only the cool intellect and not one’s “heart and soul”. First of all one must say that 
such comments lack all clarity about what goes on in a factory or in a laboratory. In 
both some idea has to occur to someone’s mind, and it has to be a correct idea, if one 
is to accomplish anything worthwhile. And such intuition cannot be forced. It has 
nothing to do with any cold calculation. (Weber 1946. 135)

This – in our view, essential – moment, the birth of the first idea, the exciting 
promise of the discovery, the moment of entering the force field of the problem, 
I will call – applying a physical metaphor – the gravity of invention.

II. AI-DRIVEN SCIENTIFIC DISCOVERY – INABILITY  

FOR SPECIALISATION

 
The first research result about an AI system engaging in scientific discovery was 
published by Pat Langley and his colleagues (Langley et al. 1987). In this study 
an AI system was programmed by the research team to explore new scientific 
results based on a data set. In their groundbreaking study the most interesting 
aspect is the history-oriented approach, which, to some extent, already predis-
poses it towards verifying a preconceived outcome: during the training period, 
data fed into the AI system was selected from a certain historical period of science. 
Physical and chemical observations and laws known around the 17th and 18th cen-
turies were learned by the system. Based on these data, the AI system “discov-
ered” now well-known, but at-the-time new scientific results such as Ohm’s law, 
Kepler’s third law of planetary motion, and various chemical reactions.

However, besides these apparently successful outcomes the computer also 
“discovered” superseded scientific theories such as the phlogiston theory mis-
takenly put forth to explain oxidation. Moreover, other outcomes were true but 
totally uninteresting from a scientific point of view. Note here that those re-
sults, such as Kepler’s law, discovered by the AI system, can be deduced (and 
in fact have been subsequently discovered by Kepler) by systematically track-
ing the available observational data over a long period of time. In other words, 
systema tic computational work on observational data can readily lead us to this 
discovery. The phrase “systematic” is used here as the opposite of “heuristic”, 
following a distinction drawn by Michael Polanyi:

The difference between the two kinds of problem solving, the systematic and the heu-
ristic, reappears in the fact that while a systematic operation is a wholly deliberate act, 
a heuristic process is a combination of active and passive stages. A deliberate heuristic 
activity is performed during the stage of Preparation. If this is followed by a period of In-
cubation, nothing is done and nothing happens on the level of consciousness during this 
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time. The advent of a happy thought (whether following immediately from Preparation 
or only after an interval of Incubation) is the fruit of the investigator’s earlier efforts, but 
not in itself an action on his part; it just happens to him. And again, the testing of the 
“happy thought” by a former process of Verification is another deliberate action of the 
investigator. Even so, the decisive act of discovery must have occurred before this, at 
the moment when the happy thought emerged. (Polanyi 1974. 134)

A scientific discovery is called systematic if the final result is reached by a series 
of intentional, algorithm-based steps, even if these steps are very complicated. 
By contrast, the discovery is heuristic if – beside the above mentioned steps – it 
is based on one or more unanticipated, unenforceable moments, which cannot be 
explained as a simple logical consequence of preceding steps. These are the mo-
ments of Weberian inspiration, the moment when a – perhaps brilliant – thought 
arises. For example, contrary to Kepler’s law, the thought of the heliocentric sys-
tem by Copernicus cannot be the outcome of a systematic discovery, since obser-
vational data available given that era’s level of accuracy provided stronger support 
for the Ptolemaic system. Analogously, the theory of general relativity by Einstein 
cannot be algorithmically derived from the observational data of that age – it was 
experimentally proven only decades after the publication. Since every result the 
AI system can produce is inherently based on the analysis of available observa-
tional data, it can yield systematic scientific discovery, but we claim that brilliant 
heuristic moments and thoughts lie outside the repertoire of an AI system.

One may think that even if we cannot expect from AI systems groundbreak-
ing discoveries in the natural sciences or mathematics (discoveries that require 
the power of a compelling paradigm change), many useful and interesting results 
in a specialised narrow subfield may still be gleaned by an AI system. And this 
leads us to the question of specialisation, whose importance was also empha-
sised by Weber. But specialisation certainly involves selection: scientists have 
to select among topics, within the given topic they have to select among related 
theorems, laws, data which are to be learned, improved or further developed. 
Moreover, one even has to select among the potentially solvable problems and 
among the provable theorems. Selection is unavoidable due to our limited re-
sources, but there is an even more important aspect: the intrinsic interest of the 
problem. It is worth citing Michael Polanyi again on this:

An affirmation will be acceptable as part of science, and will be the more valuable to 
science, the more it possesses: (1) certainty (accuracy) (2) systematic relevance (pro-
fundity) (3) intrinsic interest. (Polanyi 1974. 143)

While (1) and (2) sound natural requirements in the realm of scientific inquiry, 
(3) is a property that is difficult to make precise, yet it is of central importance. 
We clearly have no exact tools or algorithms or conditions to evaluate effectively 
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the level of interest of a scientific statement. No one can assess based on exact 
criteria what theorem or law is more interesting (or will be in the future) than 
another statement of physics, chemistry or mathematics. Having said that, se-
lection by intrinsic interest looks not only unavoidable, but also essential. It is 
evident that our (human or articifical) intellectual capacity is restricted in terms 
of time and computational power, therefore it is highly beneficial to focus this 
capacity on problems which may yield higher “gains”, and can improve our sci-
entific knowledge in a more effective way. The higher the intrinsic interest of a 
problem, the stronger its gravity of invention. Stronger gravity can also affect, in-
fluence more scientists. We provide some examples for such an interest arising 
among mathematicians because – compared to the natural sciences – mathemat-
ics is a field where scientists can formulate new valid statements in a relatively 
easy way, thus in relatively large numbers. 

Since mathematics is a cumulative, aggregate field of science, whenever a state-
ment is correctly proved, it will be part of mathematics forever. The so-called 
Ulam’s dilemma (Ulam 1976) describes the ever-more-complex situation as fol-
lows: in mathematics (and partly in theoretical physics) we have discovered so 
many theorems, and scientists extend this list daily by such a vast amount of valid 
statements, that nobody is able to overview the entire field, only some sufficiently 
small subfield.5 The only solution to this dilemma is specialisation, also encour-
aged by Weber. Specialisation means selection: selection among theorems, among 
subfields, among problems. This selection, however, is not a drawback, not a re-
striction, not a systemic limitation, contrary to how one may view it at first glance. 
Selection is the essence of scientific discovery. It is worth citing here one of the 
greatest mathematicians of the 19th and 20th centuries, Henri Poincaré:6 

What, in fact, is mathematical discovery? It does not consist in making new com-
binations with mathematical entities that are already known. That can be done by 
anyone [even a computer – M.H.], and the combinations that could be so formed would 
be infinite in number, and the greater part of them would be absolutely devoid of 
interest. Discovery consists precisely in not constructing useless combination, but in 
constructing those that are useful, which are an infinitely small minority. Discovery is 
discerment, selection. (Poincaré 2009. 50)

5  In his book, Stanislaw Ulam estimated the number of yearly published mathematical the-
orems around 200 000 – and this number evidently further increased (probably exponentially) 
in recent decades.

6  In the original version: “Qu’est-ce, en effet, que l’invention mathématique? Elle ne con-
siste pas à faire de nouvelles combinaisons avec des êtres mathématiques déjà connus. Cela, 
n’importe qui pourrait le faire, mais les combinaisons que l’on pourrait former ainsi seraient 
en nombre infini, et le plus grand nombre serait absolument dépourvu d’intérêt. Inventer, 
cela consiste précisément à ne pas construire les combinaisons inutiles et à construire celles 
qui sont utiles et qui ne sont qu’une intime minorité. Inventer, c’est discerner, c’est choisir.” 
(Poincaré 1912. 48)
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Invention thus practically amounts to selection when done well, and well in 
time. But such selection cannot be algorithmisable, since it is not a mechanically 
scientific, but rather a meta-mathematical selection. If we start from an axiomat-
ic system, say, the Peano-axioms of natural numbers, then human as well as arti-
ficial intelligence can prove many valid statements, for example, that there is an 
infinite number of primes; and can falsify many other untrue statements, such as 
there is no even prime. Moreover, artificial intelligence can evidently “produce” 
many more valid theorems and can falsify many more untrue statements in a 
given period of time than human scientists can. However, as Karl Popper7 (1950) 
also points out, computers have no instruments or algorithms to draw a distinc-
tion between what are – in our view – interesting, thought-provoking, ingenious 
statements and statements which are totally uninteresting (although true). A very 
simple, yet convincing example of Popper’s can further illuminate this problem 
and make it plausible: besides the statement 2 + 1 = 3, a computer will find in-
finitely many statements like 2 + 1 ≠ 4; 2 + 1 ≠ 5… and further statements like  
2 + 1 ≠ 3 + 1; 2 + 1 ≠ 4 + 1, all arrived at based on the same set of starting axioms. 
For each substantial, interesting statement an AI system systematically gener-
ates infinitely many uninteresting yet valid statements.8 Overall, the probabil-
ity of observing the few promising ideas worth further investigation among the 
many-many uninteresting statements by the computer is very close to zero. 

III. AI-DRIVEN SCIENTIFIC DISCOVERY – LACK OF ENTHUSIASM

As we have already mentioned, besides the ability, instinct and delight of spe-
cialisation, Max Weber has seen the substance of scientific activities in enthu-
siasm. What does enthusiasm – or lack thereof – mean in terms of science as a 
vocation? When engagement with a problem is externally driven (a typical ex-
ample for most of us is solving a task provided by the teacher in a mathematics 
class) then one can feel the sense of duty or competition, the wish to surmount 
the hurdles related to the problem, but the extrinsic nature of motivation de-
prives us of feeling passion and enthusiasm. By contrast, if the motivation for 
solving the problem comes from an intrinsic interest, if an unforced and unforce-

7  “A calculator may be able, for example, to produce proofs of mathematical theorems. It 
may distinguish theorems from nontheorems, true statements from false statements. But it 
will not distinguish ingenious proofs and interesting theorems from dull and uninteresting 
ones. It will thus ‘know’ too much — far too much that is without any interest.” (Popper 
1950. 194)

8  Although it is not well defined what we mean by “interesting” and “uninteresting” re-
sults, mathematicians have a surprisingly well-functioning common intuition in judging the 
value of propositions. Overall this leads to the question of (un)metrisability of scientific inter-
est, which we will discuss in the last section.
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able seed of idea emerged in our head, then we will engage this problem with 
personal commitment, passion and enthusiasm. 

In his famous book Proofs and Refutations, Imre Lakatos (1976) studied and 
demonstrated through several examples how a (mathematical) problem and in-
vention may arise, among which here we briefly refer to one typical scenario.

Suppose that – as a beginner in maths – we study divisibility of numbers and 
we observe that every number whose last digit is 2 (such as 12, 22, 32 etc.) is di-
visible by 2. Meanwhile numbers whose last digit is 3 are not always divisible by 
3 (for example 63 is divisible by 3, but 13 is not divisible). We find it interesting 
that there are numbers analogous to 2, for example numbers whose last digit(s) 
is 5 (or 10 or 25) are always divisible by 5 (or 10 or 25), call these last-divisible 
numbers. Meanwhile we find several numbers in the other class as well: for ex-
ample 24 is divisible by 4, but 14 is not. Now we are right in the middle of the 
field of gravity of the problem, the gravity of invention, and the data we collect-
ed (last-divisible examples are 2, 5, 10, 25, 50, 100…) make the heuristic idea 
clear: all the last-divisible numbers are products of powers of 2 and 5, possibly 
including powers with exponent 0 (note, however, that not all numbers that are 
such products are last-divisible, for example, 54 isn’t while 53 is). This is far from 
a rigorous proof, but the rest is simply a mechanical computation for formulating 
and justifying the precise statement.9 

In the example described above and in many other examples Lakatos has pre-
sented (in a much more detailed form in his book), he describes the athmosphere 
of raising a problem and finding a heuristic solution. Here we intend to focus 
on one important aspect of this process: assuming an underlying principle in the 
collected examples and counterexamples, based on which one can heuristically 
create a conjecture is of utmost importance. The key moment is the percep-
tion of the first couple of aspects of the pattern, the excitement of foreseeing 
the potential existence of some (ir)regularity. This excitement is not about the 
foreseen result, but about the promise of an interesting result. It is the gravity of 
invention, the engagement of the scientist in the field of gravity of the problem. 
The first perception about the number 2 is not specifically exciting, but the 
moment of understanding that another number (3) works differently than 2 may 
put our mathematical thinking in action. Anticipating the promise of success, 
we try to find new examples and counterexamples. Finding these data it can 
happen that the problem turns out to be too simple, too trivial, or uninteresting. 
But it can also happen that the intrinsic interest of the problem drives us into a 
new field and activates our heuristic problem-solving abilities.

9  The theorem in its final form is as follows: a number  is last-divisible if and only if 

, where  and .



SCIENCE AS A HUMAN VOCATION 69

Note that the first moment, the promise of a future fruitful cogitation is, in 
fact, not part of the heuristic problem-solving process. It is a “preheuristic” 
flash, yet it is essential in terms of mathematical discovery and in general in 
scientific vocation.

The start of gravity of invention, the passion of thinking, the way how the 
scientist is getting engaged by the problem, is unexplainable, unenforceable, 
and, more importantly, unpredictable. It cannot be foreseen, cannot be meas-
ured (as we will see soon in some detail). And overall this foreshadows that an 
AI system, evidently driven by external forces (i.e. programmers) when studying 
chess, making stock market transactions or proving geometric theorems, can-
not be programmed for this central passion, for the enthusiasm towards science. 
Some aspects of this discussion ultimately lead us to the most fundamental 
questions of artificial intelligence, notably issues having to do with what it takes 
for a system to have mental states, and more specifically, mental states of the 
sort that can underpin goals, motivation. These questions are beyond the scope 
of this paper, but even if we suppose that future AI systems can have mental 
states, these states (and the change of them) are outcomes of a causal process, 
externally driven (by the programmer and partly by the input data). Therefore it 
is entirely unclear if and how enthusiasm and passion of thinking is achievable 
by artifical intelligence systems.

There is no doubt that computers, without any passion or enthusiasm, can in-
deed find interesting results in some fields of science. For example, the AI-driv-
en computer called “Eve” has been searching and finding effective pharmaceu-
tical components, carrying out a vast number of trials (see King 2018). A further 
recent example for this type of discovery is from the field of material science, 
reported by Tshitoyan (2019) and Kauwe (2020). AI systems can discover new 
materials or new properties of old materials, but only following the typical pat-
terns of an extremely large training data set of information. However, if we are 
seeking to discover something atypical, a kind of material which achieves its 
extraordinary properties by leveraging a new mechanism that is not common in 
the training data set, it will be unlikely to identify it through AI-driven discovery 
(c.f. Kauwe 2020). Atypical discovery always needs heuristic impulse and vision. 
The following sentences from Michael Polanyi clearly demarcate the barriers:

The heuristic impulse links our appreciation of scientific value to a vision of reality, 
which serves as a guide to enquiry. Heuristic passion is also the mainspring of origi-
nality. (Polanyi 1974. 169)

Automatic scientific discovery without enthusiasm can only happen through a 
great number of trials, through following or finding typical patterns. Without 
heuristic impulse there is no chance of realising and evaluating the potential 
value of a future discovery which may come from a certain direction of research. 
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Even if a significant discovery is found by an AI system, it is not necessarily able 
to realise its importance.

The scientist is not cold and unemotional during research, not even at the 
beginning, at the preheuristic moment of involvement. As, following Heidegger 
and Gadamer, István Fehér M. (2017. 15) formulated this succintly, the scientist 
always has a – positively considered – prejudice:10 

…with regard to the type of interpretation that is directed at texts, in most cases it 
is illusory to refer to what “stands there” in the text as decisive evidence. For what 
is first and foremost “there” – provided there is any sense in speaking of “standing 
there” – is not so much the text itself, but rather “the self-evident, undisputed pre-
liminary prejudice [Vormeinung] of the interpreter”.

We can extend this approach to non-textual (visual or machine-based) sources of 
scientific information as well: there is no decisive, original meaning of pictures, 
figures, graphs, equations, data, and software output. What exists is a meaning 
interpreted by the scientist who studies that source, and this meaning is filtered 
and fertilised through the preliminary prejudice [Vormeinung], and positively 
considered preconception [Vorurteil] of the scientist. An AI system does not pos-
sess and cannot be equipped with such a preconception and prejudice: comput-
ers can treat only the information “standing there” technically or syntatically 
without any relationship to the source of information, without any preliminary 
opinion, because these are all beyond (or rather before) the pure binary infor-
mation. It is as yet entirely unclear how to equip an AI system with more about 
the subject matter of investigation than the pure binary data we have provided. 
Let’s compare this to Polanyi’s words:

To see a problem is to see something hidden that may yet be accessible. The know-
ledge of a problem is, therefore, like the knowing of unspecifiables, a knowing of 
more than you can tell. But our awareness of unspecifiable things, whether of particu-
lars or of the coherence of particulars, is intensified here to an exciting intimation of 
their hidden presence. It is an engrossing possession of incipient knowledge which 
passionately strives to validate itself. Such is the heuristic power of a problem. (Po-
lanyi 1961. 466)

Note that knowing the problem is not the same as knowing the solution to the 
problem. To know problems, or even to feel problems requires the recognition 
of their hidden presence, and the excitement of this recognition, the possibility 
of invention is gravitating us to the search for a solution to the problem and 
to the application of heuristics. The latter, that is to say, our attempt to solve 

10  In this paragraph the author refers to Heidegger (1962. 141).
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the problem, may or may not succeed, but the gravitational attraction already 
mentioned will trigger the process. Mathematics uses one concise word for all 
of this: conjecture. The mathematical conjecture is preconceived knowledge, 
prejudice, similar to what is discussed in Gadamer’s legal example (Gadamer 
2004. 194) as a preconceived judgement: something I think about the thing be-
fore I know the thing, which can be verified or falsified by subsequent careful 
examination.

The AI system tries to grasp the problem without prejudice, with the ques-
tion “what is that?,” while we begin to engage the problem because it already 
means something to us, so our question (according to Nietzsche) is: “what is that 
for me?”.11 With the question “what is that?” the computer searches for an ob-
jective constitution, an absolute meaning in all data. When evidently expecting 
two computers to analyze the same data to produce the same result, we actually 
discover and demonstrate limitations to artificial intelligence. Let’s quote Gad-
amer again: 

The paradox that is true of all traditionary material, namely of being one and the same 
and yet of being different, proves that all interpretation is, in fact, speculative. Hence 
hermeneutics has to see through the dogmatism of a “meaning-in-itself” in exact-
ly the same way critical philosophy has seen through the dogmatism of experience. 
(Gadamer 2004. 507)

The question “what is that for me?” can be answered differently even if two of 
us look at the same text, same data, same picture. Moreover, here, in addition 
to our semantic relation, the expression “means something to me” as it is used 
in everyday language, carries an emotional charge, and this emotional charge is 
the passion. Artificial intelligence is an attempt to realise the “meaning-in-it-
self” in the modern age, trying to ignore personal enthusiasm and passion. But 
passion-free invention cannot exist, and, for now this seems to remain a lasting 
if not eternal barrier to artificial intelligence.

11  See Nietzsche (1968. 301): “A ’thing-in-itself’ just as perverse as a ’sense-in-itself’, a 
’meaning-in-itself’. There are no ’facts-in-themselves’, for a sense must always be projected 
into them before there can be ’facts’. The question ’what is that?’ is an imposition of meaning 
from some other viewpoint. ’Essence’, the ’essential nature’, is something perspectival and 
already presupposes a multiplicity. At the bottom of it there always lies ’what is that for me?’ 
(for us, for all that lives, etc.)”.
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IV. SCIENTIFIC INTEREST IS UNQUANTIFIABLE

Finally, let us examine the reason for the apparent contradiction that while AI 
systems can beat top-ranked minds in the mental sports and games mentioned 
in the introduction, they cannot produce groundbreaking novelties in the field 
of scientific discovery.

In chess, various calculation methods that assign numerical values   to each 
piece and each step or position are well known (for example, according to clas-
sical piece value calculation, 1 unit is assigned to pawn, 3 to bishop, 5 to rook, 
9 to queen). The purpose of the computer is to find a step that optimises the 
cumulative value of the current position. It can be done by examining an easy-
to-construct mathematical tool, the so-called objective function, and to find its op-
timal value. A similar objective function – or in multi-criterion decision models, 
functions – can be defined in other games and in very different areas of the app-
lication of artificial intelligence as well, such as automated stock trading, where 
the obvious objective function is the amount of profit.

The objective function (or functions) must clearly quantify which of the two 
situations or states is more valuable, that is, when we make a better choice, to 
which direction belongs more utility. However, in the light of the above men-
tioned problems, it seems that such an objective function cannot be defined in 
scientific discovery.

It is worth mentioning here the notion of utility measured by a given objec-
tive function (a certain type of objective function is also called a utility func-
tion), because when we apply it to science, to scientific discovery, it brings to 
mind Kant’s classical discussion of the conflict of faculties:12

…truth (the essential and first condition of learning in general) is the main thing, 
whereas the utility… is of secondary importance (Kant 1992. 7).

Of course, this allows that what is useful may be untrue (and vice versa); mean-
while, usefulness and utility cannot be the primary guiding principle for a theo-
retical researcher. As Mihály Vajda expresses in his commentary on Kant’s work 
above (Vajda 2016):

12  This text is especially relevant to our topic because we may well assume that Kant, had it 
existed at that time, would have classified the Information Technology (or simply IT) faculty 
as one of the higher-utility faculties, in contrast to the lower faculties such as Philosophy (and 
Mathematics), where the guiding principles are pure erudition, free choice of subject, and 
critical approach.
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I would like to hope that the university will continue to train not only smart pro-
fessionals but also a group of people who are carriers of something which is per se 
unreasonable, because it is useless… What can be contrasted with utility is a kind of 
irrationality: a world where the useless – beauty and tranquility – (also) reigns.

Scientists may choose a direction which is (at a given moment) seemingly use-
less, if they find this direction interesting. Moreover, accoding to Vajda’s com-
mentary, this – perhaps unreasonable – moment showcases the freedom and 
beauty of pure science.

Are we able to algorithmise and measure the motivation behind the drivers of 
what may seem like an unreasonable, useless choice? Recent scientific experi-
ments show that we are powerless in this matter. Let us examine what happens 
when someone tries to define an “objective function of intrinsic interest”, that 
is a metric stimulating and measuring the curiosity of an AI system based on the 
novelty of information or the amount of information obtained per unit of time.

In a recent experimental study (Burda 2018), authors found that the most 
interesting series of events (that is to say: the series providing the most interest-
ing information defined by the objective function of intrinsic interest) to the AI 
system as it “watches” television is the continuous, instantaneous switching of 
channels, or even the black-and-white noise of the television (when there is no 
broadcasting), since the information per pixel changes the most in these cases. 
If, ironically, the computer was playing computer games to arouse its interest, it 
was observed that the computer – after several wins – sometimes “intentionally” 
lost the game in order to see “GAME OVER” which was rarely shown, so it was 
interesting new information according to the objective function. The irrationali-
ty here also appears, but the algorithmic uselessness is a dead end.

The above anomalies also prove that we cannot as yet properly allocate value 
to the interest of a process, situation, or even to the interest of an unknown sci-
entific claim. While we can measure their information content in a technical and 
syntactic sense, we are unable to mathematise its semantic aspects, value, and 
intrinsic interest. Between stacked syllogisms, we are technically unable to set 
up a scale or order of values   that can be automatically calculated and verified. 
All this eventually results in the AI system being able to function as a “smart 
professional” in the sense of Vajda, but – in the absence of a proper objective 
function – the system will be incapable of decision and choice, in the sense of 
Poincaré. Thus it remains entirely unclear if and how fully automatised scientif-
ic discovery could be carried out. Consequently, being a scientist full of passion 
and with the ability of selection remains humans’ intellectual privilege.
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Why not Rule by Algorithms?*

Abstract

The rise of artificial intelligence (AI) poses new and pressing challenges to socie-
ty. One such challenge is the increasing prevalence of AI systems in political deci-
sion-making, which is often considered as a threat to democracy. But what exactly is 
lost when certain aspects of political decision-making are handed over to AI systems? 
To answer this question, I discuss an extreme case in which all political decisions 
are made by intelligent algorithms that function without human supervision. I will 
call this case Rule by Algorithms. I consider the epistocratic argument for Rule by 
Algorithms according to which as long as algorithms can be expected to produce bet-
ter outcomes than human rulers, we have a good reason to abandon democracy for 
algorithmic rule. Some authors attempt to resist such conclusions by appealing to the 
notion of public justification.  I argue that these attempts to refute Rule by Algorithms 
are ultimately unsuccessful. I offer an alternative argument according to which Rule 
by Algorithms should be rejected because it imposes impermissible constraints on 
our freedom. The discussion of this extreme case provides valuable insights into the 
challenges of AI in politics.
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domination, freedom
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I. INTRODUCTION

Artificial intelligence (AI) systems exert a profound impact on today’s society.1 
They fundamentally transform commerce, travel and communication, culture 
and learning. In recent years AI also started to shape government and public 
policy. Although one may argue that AI technologies contribute to the efficien-
cy of political decision-making, many view the increasing prevalence of AI and 
automation in political decision-making as a threat to democracy. In this paper 
I discuss this problem by considering an extreme case. Imagine that at some 
point in the future intelligent algorithms that are able to function without hu-
man supervision completely take charge of political decision-making. What ex-
actly would be objectionable about such an arrangement? What values would 
Rule by Algorithms undermine? To answer this question, I present in the first 
section the epistocratic argument for Rule by Algorithms, according to which if 
decision-making algorithms can be expected to make far better decisions than 
humans, then we have a good reason to replace democracy with Rule by Al-
gorithms. Some authors might try to resist such a conclusion by appealing to 
arguments from public reason liberalism. In the second section I discuss this type 
of argument and conclude that it is ultimately unsuccessful. In the third section 
I present an alternative consideration against Rule by Algorithms, based on the 
concepts of freedom and domination.

II. THE EPISTOCRATIC CASE FOR RULE BY ALGORITHMS

It is widely accepted that political decisions ought to be made democratically, i.e. ei-
ther directly voted on by citizens or authorized through some such vote.2 Yet many 
argue that democracy should not enjoy this default status, and other forms of gov-
ernment might be preferable to it. One such proposed alternative is epistocracy, 
i.e. rule by experts or knowers. Its advocates argue that those who have expertise 
that pertains to political decision-making are in a better position to make good de-
cisions than those who lack such expertise. Therefore, if political decision-making 
were left only to experts, its quality could be expected to increase. And, as Jason 
Brennan, one of today’s leading advocates of epistocracy, argues, citizens have a 
fundamental right to competent government (Brennan 2011). Therefore, insofar 
as epistocracy can be expected to be more competent than democracy, we have a 
pro tanto obligation to replace the latter with the former.3

1  For a discussion on the definition of, current research on AI as well as its potential future 
impact on society see Russell and Norvig (2016) and Boden (2016).

2  For a discussion on the definition of democracy, see Waldron (2012) and Goldman (2015).
3  For a more detailed discussion on epistocracy see Gunn (2014), Brennan (2016a), and 

Moraro (2018).
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This epistocratic argument, if successful, provides a prima facie case for intro-
ducing a form of government in which political decisions are made exclusively 
by extremely intelligent and competent AI systems. If some AI systems could be 
developed which reliably emulated those cognitive and deliberative faculties by 
means of which humans make political decisions – except in a much faster, more 
accurate, and more efficient manner – and if these AI systems thereby attained a 
level of competence unavailable to humans or groups of humans, whether a dem-
ocratic public or an expert panel, simply because of their natural limitations, then 
the epistocratic argument – being focused exclusively on the quality of political 
outcomes – would favour these AI systems as rulers over any human, expert or not.

One can conceive of Rule by AI in many different ways. For example, one 
may imagine that AI experts at one point create a superintelligent machine 
which then establishes itself as the robotic overlord of society (Bostrom 2014. 
95). While these scenarios of superintelligent artificial dictators may be inter-
esting, here I would rather focus on a different, no less fanciful, but perhaps 
somewhat more relevant case. AI systems, particularly machine learning algo-
rithms are already in use in many areas of government and public policy. Such 
algorithms already support policymaking through data mining, they help opti-
mizing the provision of public services, they provide risk-assessment data for 
criminal sentencing, they control traffic lights, and carry out many more tasks 
previously done by humans (Wirtz–Weyerer–Geyer 2019; Oswald 2018; Lepri 
et al. 2017; Coglianese–Lehr 2017). Suppose that as these algorithms become 
more sophisticated and efficient, we gradually hand over more and more tasks to 
them until all aspects of legislation, government, and perhaps even judicial tasks 
are handled by intelligent algorithms without human supervision. I call this case 
Rule by Algorithms.

I discuss Rule by Algorithms not because I believe that it can become real-
ity anytime soon. My goal, rather, is to gain insight into the way in which the 
fundamental values of democracy can come into conflict with the increasing 
prevalence of AI systems in society and politics, and today the relevant type of 
AI system is closer to a machine learning algorithm than to a superintelligent 
digital dictator. Furthermore, certain core features of Rule by Algorithms are 
particularly interesting in comparison with the digital dictator scenario, as it will 
become clear in later sections. 

There are a few assumptions I make about Rule by Algorithms here for the 
sake of the argument. First, I assume that Rule by Algorithms can be expected to 
produce significantly better outcomes than human decision-makers; otherwise 
the question of its preferability to democracy would not even arise. Second, I 
assume that ruling algorithms do not form a coherent mind or an artificial person4 

4  Here the term “artificial person” does not refer to the legal concept under which corpora-
tions and the like also count as artificial persons, but rather to a human-made AI system with 
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with its own interests, desires, volitions, beliefs, and so on. Rule by Algorithms, 
therefore, does not mean handing over power to a robotic overlord, but rather 
to a cluster of intelligent algorithms each carrying out various tasks pertaining 
to decision-making. The cooperation of these various algorithms emulates the 
way in which ordinary decision-makers produce outcomes, without constituting 
a coherent mind; in roughly the same way as various algorithms today (e.g., those 
used by social media sites or other online platforms) govern much of our lives 
without necessarily congealing into a single artificial patriarch overseeing our 
activities.5

Third, I assume that the algorithms would be sufficiently independent of 
their makers not to be thought of as mere tools in the hands of those who create 
them. Clearly, some human involvement is necessary for setting up and running 
Rule by Algorithms; someone has to make them, maintain them, etc. But for the 
scenario to be even worthy of discussion, the algorithms must be conceived of 
as being able to function on their own to a great extent, without human super-
vision. Their makers and users cannot have control over or ability to predict the 
outcome of the functioning of the algorithms in a precise manner.6 This assump-
tion is crucially important to distinguish Rule by Algorithms from AI-enhanced 
epistocracy, or from Rule by Software Engineers.

Assuming, then, that such algorithms could take over political decision-mak-
ing, should we let them? One may argue that Rule by Algorithms is impossible. 
It requires human-level AI or Artificial General Intelligence (AGI), which ac-
cording to many authors cannot be constructed (Boden 2016. 153–155). How-
ever, even if AGI is impossible – which it may not be (Turner 2019. 6n19) – it 
is not immediately clear that Rule by Algorithms requires AGI. A further argu-
ment is needed to show that to emulate all the deliberative faculties we use in 
political decision-making requires the artificial reproduction of the human mind 
in its entirety. Such a claim cannot simply be presupposed. And, in fact, it seems 
that in many areas of political decision-making which call for solving coordina-
tion problems and allocating resources efficiently – non-AGI-type – algorithms 
could be expected to do as good if not a better job than humans.

It is true, however, that there is more to political decision-making than solv-
ing coordination problems. Government also involves setting long-term goals 
and settling hard questions of value. But algorithms, the objection goes, could 
not do this on their own; such goals and core values would have to be ultimate-

all the features that constitute personhood in ordinary humans, e.g., a mind, the capacity for 
rational deliberation etc.

5  One may object that any such cluster of algorithms would be bound to constitute a coher-
ent mind and ultimately an artificial person. I will assume without argument that this is not 
the case, acknowledging that if it were, my account would have to be adjusted accordingly.

6  For more on such algorithms and the ethical issues concerning them see Mittelstadt 
et al. (2016).
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ly supplied by humans. Note, however, that the same is true of human deci-
sion-makers. Humans do not conjure long-term goals and values out of thin air; 
we are socialized by other humans, our reflections on values and goals start with 
material we receive from parents, teachers, and society in general. Still, as long 
as we operate on this material in a sufficiently independent manner, we can 
be thought of as making our own decisions. Similarly, perhaps humans would 
supply initial material on which algorithms operate for setting goals and mak-
ing value-judgements; but as long as they function sufficiently independently, 
emulating those deliberative faculties humans use for setting goals and settling 
questions of value – which, again, cannot be simply stipulated to be impossible 
– they may be thought of as ruling on their own.7 Thus, while human involve-
ment would not be absent from Rule by Algorithms, ruling algorithms would not 
be mere pawns of any human being any more than human decision-makers are 
mere pawns of their parents or teachers.

This short discussion shows that there are no obvious reasons to discard Rule 
by Algorithms as in principle impossible. There may very well be nonobvious 
reasons, supported by further arguments, as well as reasons to think of it as prac-
tically unfeasible. Indeed, if, due to contingent circumstances, we never arrive 
at a level of technological advancement where Rule by Algorithms would be 
possible, reasonably inexpensive, and safe to implement, then introducing it in 
real life will never be an issue. But this does not affect the main argument of 
this paper, which is not about future scenarios for the use of AI in government, 
but rather the philosophical question of what kind of challenge, if any, is posed 
by AI to democracy. Rule by Algorithms is simply a hypothetical scenario which 
I use to draw out conclusions about this question; it can fulfil this role without 
ever being feasible in real life.

A final objection to consider is that the epistocratic argument presented 
above misunderstands the nature of political decision-making. It is false, one 
might claim, to say that there are better and worse decisions in politics, for polit-
ical decisions are about values rather than facts, about clashes and compromises 
between antagonistic interests, rather than puzzles in social engineering where a 
solution can always be singled out as unambiguously optimal. Even if algorithms 
could emulate reasoning about goals and values, there is no sense in which their 
decisions could be better than those of humans, and therefore the epistocratic 
case for Rule by Algorithms evaporates.

This objection, again, relies on certain non-obvious premises which need to 
be argued for before the strength of the objection can be assessed. For example, 
even if in the case of certain value-judgements there is no way to tell which is 

7  Recall, again, that no single algorithm needs to have the capability to do all this on its 
own. It is sufficient if the collective functioning of all the ruling algorithms emulates these 
deliberative faculties without congealing into a single artificial mind.
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better, it seems rather implausible to say that no distinction between better and 
worse decisions can be made when it comes to society’s final goals and basic val-
ues. There is a clear sense in which Nazi Germany’s choice of basic values and 
final political goals were much worse than many alternatives. As authors such 
as David Estlund (1993), Susan Hurley (2000) and Hélène Landemore (2012) 
argued, any plausible conception of politics must accept at least some degree 
of political cognitivism, i.e., the view that some political decisions, e.g., ones that 
promote liberty and prosperity, are better than others, e.g., those that promote 
destitution and tyranny, as an epistemically accessible objective matter of fact. 
With these considerations in mind, what should we think of the epistocratic case 
for Rule by Algorithms?

III. PUBLIC REASON AGAINST RULE BY ALGORITHMS

Some defences of democracy against epistocracy are epistemic in nature. Propo-
nents of epistemic democracy argue, for example, that democracy possesses epis-
temic merits that epistocracy would lack, and is therefore in a better epistemic 
position to identify good political outcomes.8 But since I assumed that Rule by 
Algorithms would outperform human decision-makers, the democratic answer 
to this challenge needs to be non-epistemic.9 A prominent line of non-epistemic 
arguments against epistocracy comes from the tradition of public reason liberal-
ism. Public reason liberals, such as John Rawls (1993) and Gerald Gaus (1996; 
2010), argue that the exercise of political power is legitimate only if it is justifia-
ble to all reasonable points of view, i.e., justified on the basis of reasons that are 
accessible to all reasonable members of society.10

David Estlund puts forward one of the most well-known arguments for the 
claim that epistocracy cannot be jusitified to all reasonable, or, as he calls them, 
qualified points of view (Estlund 2008. 48). Epistocracy justifies the exercise 
of coercive political power by appealing to the better outcomes that experts are 
able to produce due to their epistemic superiority. But as Estlund’s demographic 
objection holds, “it is not unreasonable or disqualified to suspect that there will 
be other biasing features of the educated group, features that we have not yet 
identified and may not be able to test empirically, but which do more epistemic 
harm than education does good” (Estlund 2008. 222). For example, the experts 
may all come from wealthy families or be members of an otherwise dominant so-

8  For more on epistemic democracy see Estlund (2003), Landemore (2012), and Peter 
(2016).

9  There are practical objections to standard epistocracy as well, which I cannot discuss in 
detail here (Viehoff 2016; Arneson 2009).

10  For more discussion on public reason liberalism, the criteria of reasonableness, public 
justification, and other related concepts see Chambers (2010) and Gaus (2015).
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cial group which can make them biased in favour of their own group and against 
others. These distorting factors may detract from their ability to create good 
outcomes for everyone regardless of their epistemic superiority.

Estlund’s argument is not that experts would surely produce biased outcomes. 
His argument is that it is not unreasonable to suspect that they would. It is also 
not unreasonable to reject this suspicion. Reasonable people can disagree about 
whether or not experts would produce the best outcomes. But precisely be-
cause this kind of reasonable disagreement is possible, the rule of experts cannot 
be justified to all qualified points of view potentially subjected to this rule by 
appealing to the consideration that experts would produce the best outcomes. 
Some could reject this consideration on reasonable grounds, and thus subjecting 
the population to the authority of experts would not be publicly justified.

One may argue against Rule by Algorithms in a similar way. Algorithms, how-
ever well they compute, can exhibit bias (Barocas–Selbst 2016; Howard–Bo-
renstein 2018); therefore, one may argue that it is not unreasonable to suspect 
that although algorithms could produce good outcomes, the features that enable 
them to do so may travel with epistemically countervailing features that hinder 
this capacity. John Danaher (2016) formulates a related worry. He points out 
that algorithmic decision-making is often opaque, i.e. algorithms’ decision-mak-
ing mechanisms are not always transparent even to their makers or other ex-
perts. However, legitimate authority has a non-opacity requirement: decisions must 
be made based on reasons and principles that all reasonable or qualified citizens 
can endorse; if these reasons and principles cannot be accessed by citizens, not 
even in principle, then the decisions have no authoritative force and are ille-
gitimate. For it is then never unreasonable for citizens to suspect that opaque 
decision-making mechanisms appeal to principles and reasons which they could 
reasonably reject (Danaher 2016. 251–252).

Note, again, that the argument does not presuppose that ruling algorithms 
are bound to be biased or to appeal to unacceptable reasons in their opaque de-
cision-making. The argument only claims that it is not unreasonable to suspect 
that they would. Again, there may be reasonable disagreement on these worries. 
For example, reasonable people may argue that there are satisfactory safeguards 
against algorithmic bias which ultimately may even prove to be more successful 
in eliminating unfairness in political decision-making than any kind of human 
intervention (Zarsky 2011. 312; Zarsky 2016. 126). The point is that reasonable 
disagreement is possible on this matter, which undermines the legitimacy of 
Rule by Algorithms, as it undermines the legitimacy of standard epistocracy.

Are these arguments successful? I have my doubts. It certainly seems plau-
sible that “as democratic citizens have the right to scrutinise and hold [to] ac-
count the exercise of political power, so algorithmic constituents have the right 
to scrutinise and hold account the exercise of algorithmic power” (Binns 2018. 
553). But political power wielded by humans and algorithmic power wielded 
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by nonpersons without human supervision are fundamentally different. First, it 
is unclear if ruling algorithms would make and enforce rules in the same sense 
human holders of political power do, i.e., by creating authoritative directives 
which we have to obey. Algorithms on social media do not issue directives as 
to which advertisements we must watch or which news we must read. Rather, 
they shape our digital environment in such a way that we cannot help but act in 
certain kinds of ways (Yeung 2017). How similar this form of governance is to 
the traditional exercise of coercive political power is far from clear. But let us set 
aside this issue for the sake of the argument.

A more important difference between ordinary political rule and Rule by Al-
gorithms is that the former requires that someone or some group be placed in 
a position of authority. In that position they are granted rights to treat others 
in ways which are prima facie impermissible. Normally we are not allowed to is-
sue commands and coerce our fellow human beings to obey them. This would 
involve treating them not as moral equals, but as inferior beings subject to our 
private will. Only when the exercise of coercive power by some persons over others 
is publicly justified, is this threat averted. In other words, the demand of public 
justification is based on the fact that one person wielding coercive power over 
another carries an extremely high risk of moral injury, i.e., that of treating others 
as non-equals.

The reason why many authors endorse democracy is precisely because insofar 
as it distributes political power equally it does not threaten but rather affirms in-
dividuals’ standing as equals (Christiano 2008). In a well-functioning democracy 
no one has the power to subject the polity to their private will, for citizens have 
an equal say in shaping political outcomes; in effect, no one rules over anyone 
(Kolodny 2014. 227). In contrast, non-democratic arrangements, e.g., epistocra-
cy, as Estlund notes, “introduce an extra element of rule of some by others, and 
that element is subject to the qualified acceptability requirement, whereas its 
absence is not” (Estlund 2008. 219). Note, however, that the rule of some by 
others is also absent under Rule by Algorithms. In Rule by Algorithms the ruling 
is done by nonpersons, and therefore no one is threatened with being subjected 
to anyone else’s private will.11 Algorithms have no private will. For this reason, 
Rule by Algorithms seems to be on a par with democracy at least insofar as it also 
does not introduce the “extra element of rule of some by others”.

This clarifies why I focus on the special case of Rule by Algorithms rather 
than Rule by AI more generally. If Rule by AI meant simply creating an artifi-
cial person with a single mind and extraordinary decision-making capabilities 
to rule over others, similarly to Bostrom’s dystopia, then the case would not be 
significantly different from ordinary epistocracy. If artificial dictators are subject 

11  Recall the distinction between Rule by Algorithms and Rule by Software Engineers 
from the previous section.
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to the same moral requirements as human ones, then it seems that Estlund’s 
anti-epistocratic argument, if successful, would reject this form of Rule by AI as 
well.12 The same is not true of Rule by Algorithms, however. Under Rule by Al-
gorithms citizens are not ruled by anyone, for the ruling algorithms – not persons 
themselves – are sufficiently independent and intelligent not to be thought of 
as mere extensions of any person who have been involved in their making. Citi-
zens are instead ruled by impersonal mechanisms which can be expected to reli-
ably produce good political outcomes. Why should we reject such a proposition?

Of course, the claim that neither democracy nor Rule by Algorithms involves 
unjustified power hierarchies does not imply that one can never object to de-
mocratic or algorithmic decisions. If either democracy or Rule by Algorithms 
produced overt injustices, their rule should be condemned and resisted. Politi-
cal decision-making, whether automated or not, should always take place in an 
institutional environment where strong, e.g., constitutional, guarantees guard 
against the worst injustices, protect human rights, individual liberty, and so on. 
Democracy, epistocracy and Rule by Algorithms should always be subjected to 
such restraints. Here we do not discuss the legitimacy of the unrestrained abso-
lute dictatorship of algorithms, experts or majorities, as these are non-starters for 
any theory of legitimate authority.

Note that even if the dangers of absolute algorithmic dictatorship are averted, 
reasonable worries remain that Rule by Algorithms would not produce the best 
outcomes. But these alone, absent potentially problematic asymmetric power 
relations, are insufficient to disqualify Rule by Algorithms the same way they 
disqualify epistocracy. Democracy can be reasonably suspected not to produce 
the best outcomes as well. Even if one is convinced of the wisdom of the crowds, 
one is not necessarily compelled to think that crowds are always the wisest. 
Thinking that non-democratic forms of decision-making would be epistemically 
superior to democracy is not an unreasonable view. But the reasonable suspicion 
of epistemic suboptimality only has illegitimating force when it is coupled with 
the introduction of asymmetric power relations. Estlund’s argument, in the end, 
is that reasonable people can suspect that under epistocracy they would sacri-
fice their political equality for nothing; for epistocracy may fail to deliver the 
great outcomes it promises. But what exactly would be sacrificed under Rule 
by Algorithms? Certainly not equality, which seems to trigger the demand of 
public justification in Estlund’s argument. Then what? In the next section I will 
provide an answer to this question.

12  Many authors challenge Estlund’s argument (e.g., Lippert-Rasmussen 2012). Even if 
it fails, however, my point holds for the general approach of using public reason liberalism 
against Rule by Algorithms.
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IV. DOMINATION BY ALGORITHMS 

In my view, the test Rule by Algorithms fails is not that of equality but that of 
freedom. Political philosophers generally agree that political institutions should 
cater to citizens’ freedom to some extent. For many authors, this means pri-
marily the protection of certain basic liberties which carve out, for each citizen, 
spheres of non-interference within which said citizen’s freedom can be exer-
cised.13 Ruling algorithms should, in principle, have no problem with securing 
these basic liberties for citizens and thus one might believe that there is no 
reason to think of them as particularly grave threats to freedom.

However, as philosophers – especially within the so-called republican tradition 
(Lovett–Pettit 2009) – pointed out, freedom is threatened not only by interfer-
ence in what is usually thought of as individuals’ private affairs, guarded by their 
liberty rights, but also by relations of domination. Domination is a complex idea, 
but it may be initially defined – although this definition will be revised later – as 
subordination to an alien will (Pettit 2012a. 79) exemplified most clearly by the 
relationship of the master and the slave. A slave remains subordinated to the 
will of the master even when said master decides out of benevolence never to 
interfere with the life of the slave.

Similarly, citizens may remain unfree in significant ways if certain subordina-
tion relations obtain, which may be the case even if their liberty rights are never 
breached. For example, even if a benevolent dictator – or a panel of experts 
under epistocracy – were to define liberty rights exactly in the desirable ways, 
e.g., granting free speech, free association, occupational freedom and all other 
important liberties, citizens may still be thought of as not having their freedom 
sufficiently protected, insofar as their liberties depend entirely on the benevo-
lence of the dictator or the goodwill of the experts. Non-domination, as republi-
cans often argue, requires not only that laws protect citizens’ liberty rights, but 
also that citizens exercise control over legislation and political decision-making 
in general through democratic institutions (Pettit 2012b).14

Rule by Algorithms may seem immune to this challenge. Domination is most 
often thought of as a matter involving two persons, one dominated and one 
dominating. But as I noted so emphatically in the previous sections, algorithms 
are not persons, and as such, one may argue, they cannot dominate. I would 
dispute this point. In my view, domination or something very similar to it is 
possible without dominating agents. Some authors forcefully deny this claim 
(Lovett 2010. 47–49), while others point to oppressive social structures, such as 

13  A view roughly along these lines is presented, for example, in Rawls’s A Theory of Justice 
(Rawls 1999. 177–178).

14  Note that in this paper I do not endorse the republican doctrine that domination is the 
only threat to freedom, and that there is nothing more to freedom than non-domination. I only 
claim that non-domination is an important aspect of freedom.
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patriarchy or perhaps capitalism as potential non-agential sources of domination 
(Gourevitch 2013; Einspahr 2010). I would like to focus on a different case of 
non-agential domination proposed by Gwilym Blunt (2015), who invites us to 
imagine a scenario in which an unjust apartheid system is set up 

by a legislator who then promptly dies. The laws are impartially enforced, not by the 
privileged group, but by a series of automatons; they enforce the law impartially and 
cannot be reprogrammed. In this case, all groups have no influence over their status, 
even though one group is privileged, they cannot be said to dominate the others since 
they do not have systemic or interactional arbitrary power. They do not even act as 
agents of domination. The automatons cannot be said to dominate since they are not 
agents, but only machines with no will of their own. The legislator cannot be said to 
dominate after laying down the law, since he is dead and has no agency. It seems at least 
possible that this would be an instance of ‘pure’ systemic domination. (Blunt 2015. 18)

One may dispute that this is in fact domination. Still, it is clearly a worrying case 
of restricting individuals’ freedom. Even if it were shown that some terms other 
than domination would be more appropriate for the analysis of this case, this 
would not affect my argument greatly, as it is not premised on a domination-only 
view of freedom. For this reason, I will continue using the term “domination”, 
acknowledging that if other terms are proven to be more suitable for this discus-
sion, they should be adopted instead.

Now imagine that in Blunt’s example the automatons are in fact algorithms 
that do not uphold an unjust apartheid system, but rather produce good out-
comes; furthermore, they do not enforce the will of a deceased legislator, but 
rather act upon their own determination as autonomous AI systems. Would 
domination still obtain? In other words, do those characteristics of Blunt’s ex-
ample that engender domination carry over to Rule by Algorithms as I describe 
it? In my view, they do. The automatons in Blunt’s example do not dominate 
because they uphold an unjust apartheid system. As the example of the benevo-
lent dictator shows, domination may obtain under a relatively just system as 
well; the dictator may defend basic liberties, introduce fair distributive policies, 
and so on – still, citizens remain dominated under the dictator’s rule.

The automatons also do not dominate because they carry out the will of a 
deceased person. Although previously I defined domination as subordination to 
an alien will, it is important to see exactly what it is about such subordination 
that threatens freedom. Michael Blake notes in a seminal paper that domination 
violates “the autonomy of the individual by replacing that individual’s chosen 
plans and pursuits with those of another” (Blake 2001. 272). This replacement 
or substitution of wills seems to be an essential element of domination. There 
are two aspects to domination so understood, however. One is the muting of the 
individual’s will, the rendering ineffective of the dominated person’s choice to 
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pursue certain plans. The other is the replacement of that will with the will of 
someone else. I would argue that the first is sufficient for domination, or at least 
for the type of loss of freedom that is relevant both in Blunt’s example and in 
the case of Rule by Algorithms.

Imagine an evil scientist who implants a chip in my brain. Every time I would 
make a decision about my career, for example, the chip turns off my deliberative 
faculties and selects a choice randomly. The scientist does not choose my career 
for me; it is possible that the scientist and I never cross paths again, she has no 
idea how I live my life and has no way of interfering with my choices anymore. 
She does not control me in any sense of the word, nor does she replace my will 
with hers; rather she merely mutes my will handing over this aspect of my life 
to pure chance. Still, this clearly subtracts from my freedom. I cannot pursue 
occupations that I find rewarding, establish work-life balance on my own terms, 
and so on, for my will regarding these matters is rendered weightless.15

In some cases, therefore, we can be unfree simply because a situation is so 
arranged that our will does not matter. This doesn’t require that anyone else’s 
matter more. There may be no one whose will does, and yet we remain un-
free. Could intelligent algorithms render us dominated or at least unfree in this 
sense? They certainly could. Under Rule by Algorithms the rules that govern 
the shared life of the polity are made without the contribution of citizens; in-
deed, they are made without the contribution of anyone. Citizens’ will regarding 
the terms of social cooperation is entirely irrelevant, impersonal mechanisms 
take care of settling all political matters.

Naturally, one is not always unfree when one’s will does not matter. It does 
not matter that I wish to be able to breathe in outer space without aid; I simply 
cannot. This fact does not detract from my freedom one bit. As Isaiah Berlin 
famously remarks, “mere incapacity to attain a goal is not lack of political free-
dom” (Berlin 2002. 169). But citizens’ inability to influence political decisions 
under Rule by Algorithms is not mere incapacity. They are subject to an artifi-
cial, human-made arrangement that they have brought into being and are able 
to change, even if that takes a major effort. Under this arrangement, although 
there is no one ruling over them, citizens also have no opportunity to weigh in 
on certain decisions which, many argue, would be crucially important for estab-
lishing their standing not only as equal, but also as free citizens of society. For 
as Ronald Dworkin notes,

15  None of this is to say that the scientist should not be held responsible for what has hap-
pened to me. It seems very plausible to me that the scientist is indeed responsible and should 
be blamed for all the misfortunes that ensued from her operation. It is the scientist’s fault that 
I am unfree, but I am not unfree because she substitutes her will for mine.
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We cannot make our political life a satisfactory extension of our moral life unless we 
are guaranteed freedom to express our opinions in a manner that, for us, satisfies mor-
al integrity. […] But the demands of agency go beyond expression and commitment. 
We do not engage in politics as moral agents unless we sense that what we do can 
make a difference, and an adequate political process must strive, against formidable 
obstacles, to preserve that potential power for everyone. (Dworkin 2002. 201–202)

Delegating all political decisions to impersonal mechanisms would threaten our 
standing as free moral agents capable of and entitled to reason and make choices 
about the most fundamental aspects of our shared life in society. This, I believe, 
is sufficient reason to resist transition to Rule by Algorithms.16

If this is right, then the reason why Rule by Algorithms should be rejected is 
not that we can raise reasonable doubts about its effectiveness but that it impos-
es impermissible constraints on our freedom. For freedom is not something we 
can trade for greater economic efficiency or growth, more innovation, or what-
ever else is promised by the superior political decision-making of Rule by Algo-
rithms. Rule by Algorithms threatens to take away control over certain aspects 
of our shared social and political life without which we cannot view ourselves as 
free and equal citizens living in a just society.

V. CONCLUSION

I do not believe that algorithms will rule us anytime soon. Still, there are impor-
tant conclusions to be drawn from the discussion above. The rise of algorithmic 
decision-making, not only in government and politics, but also in other areas of 
life, raises innumerable questions and problems. Some of these, such as opacity 
or bias, serious as they are, can be expected to be mitigated via technical and 
institutional solutions (Lepri et al. 2018; Danaher 2016. 258–265). Others, how-
ever, force us to carefully reflect upon the basic principles and values according 
to which we organize society. The automation of decision-making through AI 
systems, including intelligent algorithms, promises to increase efficiency and 
the quality of outcomes if we are willing to give up control. Control over certain 
aspects of our lives, however, is constitutive of our freedom both as private indi-
viduals and as democratic citizens.

16  Some authors doubt that democratic participation rights are in fact constitutive of cit-
izens’ freedom in society (Brennan 2016b). For a defence of the position that they are, see 
Gould (1990), Hanisch (2013), and Rostbøll (2015).
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We need to understand what we risk when we hand over some or all of these aspects 
to impersonal mechanisms which promise to take better care of us than we ourselves 
could. Note that this promise does not have to be false. Decision-making algorithms 
may prove to be good stewards to our interests, even outstanding ones. And yet we 
may incur serious losses for which the gifts of hypercompetent algorithmic govern-
ment, full or partial, may not be able to compensate. Here I discussed one such po-
tential loss, i.e., the loss of freedom, and suggested that the introduction of forms of 
algorithmic decision-making that threaten with this kind of loss should be resisted. 
This is an important insight even if full Rule by Algorithms is but a distant possibility, 
for even the partial automation of political decision-making can diminish democratic 
control in ways which threaten citizens’ freedom. Further research is needed for spell-
ing out how these considerations translate into more tangible regulatory measures. 
Still, I hope that I made some steps toward the right direction and drew attention to 
some of the important aspects of these problems.
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